Robust Keyword Spotting with Rapidly Adapting Point Process Models
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Abstract
In this paper, we investigate the noise robustness properties of frame-based and sparse point process-based models for spotting keywords in continuous speech. We introduce a new strategy to improve point process model (PPM) robustness by adapting low-level feature detector thresholds to preserve background firing rates in the presence of noise. We find that this unsupervised approach can significantly outperform fully supervised maximum likelihood linear regression (MLLR) adaptation of an equivalent keyword-filler HMM system in the presence of additive white and pink noise. Moreover, we find that the sparsity of PPMs introduces an inherent resilience to non-stationary babble noise not exhibited by the frame-based HMM system. Finally, we demonstrate that our approach requires less adaptation data than MLLR, permitting rapid online adaptation.

Index Terms: keyword spotting, point process model, noise adaptation

1. Introduction
The goal of any speech recognition task is to map a continuous pressure wave to a symbolic linguistic sequence. Each approach to the problem must choose the intermediate representational level of detail upon which to build its statistical models. Frame-based approaches discard a significant amount of the original waveform and model variability in terms of a much more parsimonious (and invariant) vector time series representation. While this remains the dominant approach, the optimal representation has yet to be conclusively determined. Insights from acoustic phonetics [1] and auditory neuroscience [2, 3] suggest that linguistic information may be more naturally and efficiently coded in sparse temporal point patterns corresponding to acoustic events in the speech signal and neural firing patterns in the auditory cortex.

In our previous work [4], we demonstrated that the durational statistics of suitably chosen time points can be used to extract keyword occurrences from continuous speech with the same accuracy as an equivalent frame-based keyword-filler HMM system. In addition to the inherent theoretical potential for reduced computational and model complexity, there is reason to believe that this sort of sparse temporal modeling may also improve recognition robustness. Indeed, while the framed speech signal does include some redundancy that might be useful, it also includes linguistically irrelevant portions that can be difficult to model robustly.

In an attempt to evaluate our intuition, we examine the robustness of our sparse point process-based keyword spotting system relative to the equivalent frame-based keyword-filler HMM system. We also evaluate a new unsupervised strategy for noise adaptation, which involves adjusting only the threshold of the low-level feature detectors that produce the point process representation. For completeness, we begin with a brief overview of the core keyword spotting system developed in [4]. This is followed by a specification of the corresponding adaptation strategy, the baseline keyword-filler HMM system, and the performance obtained by both in the presence of additive white, pink, and babble noise.

2. Core System Overview
Our core keyword spotting system consists of three main components (see Figure 1): an acoustic front end, a set of feature detectors, and word detector. Given a set P of phonological features and/or acoustic properties, the acoustic front end consists of one signal processor $S_p$ for each $p \in P$ that produces a vector time series representation, $X_p = \{x_1, x_2, \ldots, x_{tp}\}$, where each $x_i \in \mathbb{R}^{39}$. A feature detector $D_p$ for each $p \in P$ transforms $X_p$ into a point pattern $N_p = \{t_1, t_2, \ldots, t_{np}\}$ comprised of the points in time that feature $p$ is most strongly expressed or most perceptually salient.

The composite set of point patterns $R = \{N_p\}_{p \in P}$ defines the sparse point process representation on which all subsequent modeling is based. A word model for each keyword $w$ of interest is used to map $R$ into a detector function $d_w(t)$ designed to take high values at times that the word is uttered and low values otherwise. Appropriately thresholded local maxima of $d_w$ for each $w$ define the points in time that the keyword is spotted.

2.1. Acoustic Front End and Feature Detectors
For the experiments conducted in this paper, we define our feature set $P$ to be the standard 48 element set of phones defined in [4]. We used a standard 39-dimensional mel frequency cepstral coefficient (MFCC) front end, which includes velocity and acceleration coefficients. This front end is shared across all feature detectors (i.e., $X_p$ is taken to be the same MFCC vector time series $X$ of length $\tau$ for all $p$).

We define the detector $D_p$ for each phone $p \in P$ as a composition of two operations. First, we apply a phone-dependent detector function $g_p : \mathbb{R}^{39} \rightarrow [0, 1]$ to the vector time series $X$ to produce a scalar time series $\{g_p(x_1), \ldots, g_p(x_{39})\}$ that should approach one when phone $p$ is produced and zero oth-
otherwise. These functions are derived from a basic monophonic acoustic model consisting of a \( C \)-component per phone Gaussian mixture model (GMM) of the form

\[
P(x|p) = \sum_{c=1}^{C} \omega_{pc} N(\mu_{pc}, \Sigma_{pc})(x),
\]

where \( \omega_{pc} > 0 \) and \( \sum_{c=1}^{C} \omega_{pc} = 1 \) for each \( p \in \mathcal{P} \); and \( N(\mu, \Sigma) \) is a normal distribution with mean \( \mu \) and full covariance matrix \( \Sigma \). Then, we may define \( g_p(x) \) as

\[
g_p(x) = P(p|x) = \frac{P(x|p)P(p)}{\sum_{p \in \mathcal{P}} P(x|p)P(p)},
\]

where \( P(p) \) may either be assumed to be uniform or estimated from typical speech data. Second, we apply a thresholded peak finding function that computes the point pattern \( N_p \) as

\[
N_p = \{ i \Delta | g_p(x_i) > \delta_p \text{ and } g_p(x_i) > g_p(x_{i \pm 1}) \},
\]

where \( \delta_p \) is the phone \( p \) detector threshold and \( \Delta \) is the sampling interval of \( X \).

### 2.2. Point Process Keyword Models

Our keyword model assumes there are two underlying stochastic processes that generate the observed point process representation \( R_t = \{ N_p \}_{t \in \mathcal{P}} \). The first is a homogeneous Poisson process that generates the observations in regions outside instances of the target keyword. The second is an inhomogeneous Poisson process that generates the point pattern corresponding to instances of the target keyword.

Our keyword \( w \) detector function, \( d_w(t) \), may be defined in terms of the (log) likelihood ratio

\[
d_w(t) = \log \left[ \frac{P(R|\theta_w(t) = 1)}{P(R|\theta_w(t) = 0)} \right],
\]

where \( R \) is the point process representation and \( \theta_w : \mathbb{R} \to \{0, 1\} \) is an indicator function of time that takes the value 1 when the word utterance begins and 0 otherwise.

Given a time \( t \) and a candidate word duration \( T \in \mathbb{R}^+ \), we partition the point process representation \( R \) observed for an utterance of total duration \( L \) into three subsets: \( R_t = R_{t(t+T)} \), \( R_{t,T} = R_{t(t+T)} \), and \( R_t = R_{t(t+T)} \). We assume conditional independence between subsets and assume that \( R_t \) and \( R_t \) are generated by the same homogeneous background process. Thus, the likelihoods of \( R_t \) and \( R_t \) cancel out in the ratio. Introducing the duration nuisance parameter \( T \) and noting that \( P(R|\theta_w(t) = 0) \) does not depend on \( T \), Equation 4 reduces to

\[
d_w(t) = \log \int P(R_{t,T} \mid T, \theta_w(t) = 1) P(T|\theta_w(t) = 1) dT.
\]

The word duration distribution, \( P(T|\theta_w(t) = 1) \), may be estimated directly from a set of word examples. The remaining two terms are modeled as follows:

1. For \( P(R_{t,T} \mid T, \theta_w(t) = 1) \), we begin by normalizing \( R_{t,T} \) to the interval \( (0, 1] \); that is, we map \( R_{t,T} \) to \( R'_{t,T} \) such that for each \( t_i \in R_{t,T} \) there is a corresponding \( t'_{i} \in R'_{t,T} \) where \( t'_i = t_i - (t - T)/T \). Given this mapping, we make the simplifying assumption that

\[
P(R_{t,T} \mid T, \theta(t) = 1) = \frac{1}{T |R_{t,T}|} P(R'_{t,T} \mid \theta(t) = 1).
\]

This equivalence assumes that the observations for each instance of the word are generated by a common, \( T \)-independent inhomogeneous Poisson process operating on the interval \( (0, 1] \) that is subsequently scaled by \( T \) to a point pattern on the interval \( (t, t+T) \). Assuming an inhomogeneous Poisson process has generated \( R'_{t,T} \), its likelihood takes the form

\[
P(R'_{t,T} \mid \theta_w(t) = 1) = \prod_{p \in \mathcal{P}} e^{-\mu_p} \sum_{s \in N_p} \lambda_p(s),
\]

where \( \lambda_p(s) \) is the process rate parameter at normalized time \( s \in (0, 1] \) for feature \( p \) and \( N_p \) are the elements of \( R'_{t,T} \) for phone \( p \). Learning a new word thus amounts to estimating the rate parameter functions, \( \{ \lambda_p \}_{p \in \mathcal{P}} \), from the point patterns observed when presented with examples of the word. This may be accomplished with kernel smoothing or maximum likelihood estimation of a parametric model.

2. For the \( P(R_{t,T} \mid T, \theta_w(t) = 0) \) distribution, we need only consider a homogeneous Poisson process model that depends solely on the total number \( n_p \) of event arrivals observed for each feature \( p \) and the total duration of the segment (in this case \( T \)). The likelihood of \( R_{t,T} \) given this homogeneous Poisson process model takes the form

\[
P(R_{t,T} \mid T, \theta_w(t) = 0) = \prod_{p \in \mathcal{P}} e^{-\mu_p T} \sum_{s \in N_p} \lambda_p(s),
\]

where \( \mu_p \) is the background process rate parameter for phone \( p \). Training this model amounts to estimating the rate parameters \( \{ \mu_p \} \) as the average detector firing rates over a large collection of arbitrary speech.

Given a novel utterance, we may evaluate the detector function by sliding a set of windows with durations distributed across the support of \( P(T|\theta_w(t) = 1) \) and approximating the integral expression of Equation 5 with a sum. The interested reader may find more details of the core system in [4].

### 3. Adaptation Strategy

In general, there are two approaches one could take to adapt the above system to a novel acoustic environment. The first option is to adapt or retrain the keyword and background model parameters (i.e., \( \lambda_p \) and \( \mu_p \) for each \( p \)) in the new environment. This approach requires a significant amount of additional keyword examples, and would thus be untenable in most practical situations as an online adaption strategy.

The second option is to adapt the feature detectors that produce the point process representation. Under this approach, one path forward would be to adapt the GMM parameters involved in Equation 1; indeed, this is a typical strategy used for continuous density HMM speaker and noise adaptation (see Section 4). However, our point process framework allows a much simpler alternative: adapt the detector thresholds \( \{ \delta_p \}_{p \in \mathcal{P}} \) of Equation 3.

Our strategy is to adjust phone detector thresholds to maintain the background firing rates measured in clean speech. Formally, let \( \delta_p \) be the phone \( p \) detector threshold used in training the keyword and background models on clean speech. The background model contains a firing rate estimate \( \mu_p \) for each phone detector measured in this clean setting. Now, given some amount of speech in the noisy environment, we can measure the new background firing rate \( \mu'_p \) as a function of a new phone detector threshold value \( \delta'_p \). The goal, then, is to find the value of
this vocalic speech sound. Thus, to maintain the original firing and white noise corrupted speech at 10 dB SNR. As one might maintain clean speech firing rates, we simply reapply the original keyword and background models in the noisy environment.

Figure 2 shows the background firing rate of the detector for phone [aa] as a function of threshold for both clean speech and white noise corrupted speech at 10 dB SNR. As one might expect, the addition of noise reduces the detection certainty of this vocable speech sound. Thus, to maintain the original firing rate measured when $\delta_{[aa]} = 0.5$, the adapted threshold must take the reduced value of $\delta'_{[aa]} = 0.28$.

Our adaptation strategy is founded on two fairly strong assumptions: (i) the times and relative strengths of the local maxima of the detector functions evaluated across the utterance are preserved; and (ii) the addition of noise corrupts each phone detector the same way inside the keyword as it does elsewhere. The degrees of success observed in Section 5 serve as a measure of the validity of these assumptions in various noise conditions.

4. Baseline Keyword-Filler HMM System

We compare our point process-based keyword spotter to the standard keyword-filler hidden Markov model (HMM) specified in [5]. We allow for multiple pronunciations of each keyword and employ the above-described monophone acoustic model for state observation densities. The complete details of our implementation is provided in [6] for the interested reader.

To adapt the keyword-filler HMM system, we apply maximum likelihood linear regression (MLLR) to adapt means of the Gaussian components in the monophone model [7]. The strategy of this approach is to find the linear transformation that, when applied to the Gaussian means, will maximize the likelihood of the adaptation data. In our implementation, we compute separate transformations for each phone GMM. Since we are using full covariance matrices, we limit the search to diagonal linear transformations to allow a closed form solution.

In theory, MLLR can be applied unsupervised using an initial Viterbi or forward-backward alignment, which has been shown to be viable for speaker adaptation. However, in the context of noise adaptation, we found unsupervised MLLR to degrade performance relative to that of the original model. Thus, in the experiments below, the phonetic identity of each frame of the noisy adaptation data was provided for MLLR.

5. Experimental Results

We consider the performance of the point process model (PPM) and keyword-filler HMM systems both in clean speech and in the presence of white, pink (equal energy per octave), and babble noise at various signal-to-noise ratios (SNR). We trained the monophone acoustic model with $C = 8$ mixtures per state and one state per phone, using the entire TIMIT sa1 training set. This monophone model was used both to construct the PPM phone detectors and HMM observation densities. Keyword HMMs and PPMs for greasy, wash, dark, and year were trained using all 462 instances of each contained in the TIMIT sa1 training sentences. The Poisson intensity functions, $\{\lambda_p(t)\}_{p \in P}$, were estimated using Epanechnikov kernel smoothing with bandwidth 0.1. Finally, clean speech background models were trained using all sa1/sx/i training sentences.

Each model was tested on all sa1/sx/si TIMIT test data, totaling 1.3 hours of speech containing at least 168 instances of each keyword. For each noise condition, we provided both systems the same 20 minutes of noisy training speech for adaptation and measured performance on noisy test data with the community standard figure-of-merit (FOM) score, which is defined as the average keyword detection rate when we allow 1, 2, …, 10 false alarms per hour.

Table 1 shows the FOM performance (%) for the adapted (A) and non-adapted (N) point process models (PPM) and keyword-filler hidden Markov model (HMM) keyword spotting systems for the four keywords. The system with the best absolute FOM performance for each keyword and noise level/type is shown in bold. These results exhibit several trends:

1. Unsupervised PPM adaptation consistently provides sizeable gains under pink and white noise. Furthermore, PPM adaptation was only observed to significantly harm performance in the case of keyword year in pink noise at 20 dB SNR. Note that in this singular case, the non-adapted FOM score was inflated above the clean speech value. This peculiar behavior results from low levels of noise functioning to suppress false alarms to a greater degree than true detections.

2. The MLLR adaptation improvements are not as consistent, but in some cases lead to significant improvements under low levels of white and pink noise. It is important to emphasize, however, that MLLR was applied fully supervised. (As indicated above, we were unable to get improvements from unsupervised MLLR.) Note also that MLLR adaptation can significantly harm performance, particularly in low noise levels where the unadapted system is still doing well.

3. Neither adaptation strategy provides consistent improvements for babble noise, although the potential harm of PPM adaptation is much more limited. (The average adaptation losses under babble noise are 1.4 and 10 points for the PPM and HMM systems, respectively.) Interestingly, the nonadapted PPM keyword spotter is significantly more robust to babble noise at 20-30 dB SNR than the non-adapted HMM system. Since babble noise is non-stationary, it corrupts the speech signal non-uniformly in time. The frame-based HMM system is a model of the entire speech signal, and babble noise adds a predictable distortion to the speaker’s speech.

MLLR can also be used to adapt covariances, but the relative gains over adapting means alone have been shown to be marginal [7].

We used noise samples from the NOISEX-92 database [8].
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thus must hold up against the entirety of the babble corruption. Our point process models, on the other hand, can be spared if the surges of babble intensity do not coincide with the times of detector firings.

Table 2 lists for each system the average robustness level, which we define as the FOM performance in noise measured relative to the corresponding clean speech value, averaged across keywords. The average adapted PPM robustness levels range from marginally to significantly higher than the adapted HMM system in white and pink noise. Finally, we have found the non-adapted MLLR adaptation of an equivalent keyword-filler HMM system to noisy environments. We demonstrated that this method outperforms supervised MLLR adaptation of a keyword-filler hidden Markov model, as reported in Section 6.

6. Conclusions

We have presented a new unsupervised approach for adapting a point-process-based keyword spotter system to noisy environments. We demonstrated that this method outperforms supervised MLLR adaptation of a keyword-filler hidden Markov model system in white and pink noise. Finally, we have found the non-adapted point process models to display an inherent robustness to moderate levels of non-stationary babble noise.
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