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Image Classification
Convolution FTW?



Image Classification

• Taks of assigning a class label to an image
• Historically, handcrafted features and trained a classifier
• Works reasonably well for small, non-complex, well-defined data
• To allow the next big leap in computer vision a new dataset was 

developed
• ImageNet - an image dataset organized according to the WordNet

hierarchy
• Total number of non-empty synsets: 21,841
• Total number of images: 14,197,122
• Number of images with bounding box annotations: 1,034,908

• SIFT + FVs in 2011 achieved Top-1 accuracy of 50.9% (1000 
classes)

CAT DOG

http://www.image-net.org/
https://wordnet.princeton.edu/


AlexNet 2012

• Introduces Convolutional Neural Networks to the task of 
ImageNet classification

• The CNN is distributed on 2 GPUs
• Main features:

• Novel, deep CNN architecture
• ReLU non-linearity
• Overlapping max-pooling
• Data augmentation for overfitting reduction
• Dropout

• Achieves Top-1 accuracy of 63.3%

https://papers.nips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


CNN implications

• Convolutional filters can be visualized and explained

• The shift from algorithm design to data preparation

• Semantic representation in deep layers



VGG 2014

• From Google
• Scheme for deeper models
• Small sizes of convolution
kernels (3x3 instead of 11x11)
• Back to non-overlapping pooling
• Achieves Top-1 accuracy of 74.4%

https://arxiv.org/pdf/1409.1556.pdf


ResNet 2015

• Addresses the problem of vanishing and 
exploding gradients

• Introduces residual (skip) connections
• They allow a better flow of the gradient
• Achieves Top-1 accuracy

of 78.6%

https://arxiv.org/pdf/1512.03385.pdf


Convolutions
can Detect Objects?



Object Detection

• Task of recognizing and localizing an object
• Historically, two stages:

• Region proposal
• Region classification

• MS COCO
• Object segmentation
• Recognition in context
• Superpixel stuff segmentation
• 330K images (>200K labeled)
• 1.5 million object instances
• 80 object categories
• 91 stuff categories
• 5 captions per image
• 250,000 people with key points

• Pascal VOC
• 9,993 annotated images

• Objects365
• 365 categories
• 2 million images
• 30 million bounding boxes

https://cocodataset.org/#home
http://host.robots.ox.ac.uk/pascal/VOC/
https://www.objects365.org/overview.html


Faster R-CNN 2015
mAP@0.5 = 42.7% for 
COCO

https://arxiv.org/pdf/1506.01497.pdf


SSD early 2016
mAP@0.5 = 46.5% for 
COCO

https://arxiv.org/pdf/1512.02325.pdf


Learning and Inference

• If there is sufficient IoU of the GT box
and the anchor (default) box, 
then it is considered a positive sample.
• Too many negative boxes        only take a few.
• Loss is the sum of classification and regression error.
• During inference more boxes can be predicted at the same 

position        non-maximum suppression 



(Vision) Transformers
Next big leap?



Transformers
• Attention Is All You Need
• Paper from June 2017 .
• Introduces the idea of using exclusively an Attention mechanism

in sequence processing deep models.
• Removes modeling of a state.
• The Encoder sees the whole sequence at once (or a part of it that 

the memory allows).
• The Decoder can work either:

• Autoregressively (the currently output TOKEN is dependent 
on the previous ones) 

or
• Non-autoregressively (all TOKENs are output at once 

dependent on each other)

https://arxiv.org/abs/1706.03762


Detection 
Transformer

• End-to-End Object Detection with Transformers
• Paper from May 2020 . DETR.
• Uses a (pre-trained) CNN to extract high-level visual features.
• Processes these features as a sequence by a Transformer.
• Employs a 2D Positional Encoding to help model the geometry in an 

image. 
• First half of PE encodes the x position, second half the y position.
• A non-auto regressive decoder predicts class and box of an object.

https://arxiv.org/abs/2005.12872


Emergent properties



Panoptic Segmentation (almost) for free





Learning and Inference

• There is a maximum number of objects that can be detected 
(N=100).

• The predictions have to be associated with GT.
• Hungarian loss (a.k.a. linear sum assignment).
• The cost matrix for Hung. Loss is computed from Generalized IoU.
• The loss is then (almost) the same as in Faster RCNN.
• There is an “empty” class whose boxes must not overlap with GT 

boxes.

https://giou.stanford.edu/GIoU.pdf


Vision 
Transformer
• An Image is Worth 

16x16 Words: 
Transformers for Image 
Recognition at Scale

• Paper from October 2020 . ViT
• Pure Transformer architecture without convolutions.
• An image is divided into equal parts, the parts are flattened and 

used as an input into a “bert-like” architecture with a CLASS 
token.

• Much less inductive bias than CNNs.
• More parameters than CNNs, but larger throughput of images.

https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/2010.11929


Distillation in 
Transformers
• Training data-efficient image transformers & 

distillation through attention
• Paper from December 2020 . DEiT
• A distillation token is used to incorporate knowledge 

from a teacher.
• The teacher is assumed to be a strong classifier (i.e., 

a large CNN).
• Since Transformers have generally higher throughput 

of images it makes sense to distil the information 
from CNN to Transformer.

https://arxiv.org/abs/2012.12877
https://arxiv.org/abs/2012.12877


Distillation details

• Two variants – soft and hard labels from the teacher.

• Interesting discoveries:
• Class and Distillation tokens converge to different vectors.
• At first (input) layer they are very dissimilar (cos=0.06) at the last level they 

are very similar (cos=0.93).
• Using two randomly initialized class tokens converges to quasi-identical 

vectors (cos = 0.999).
• Hard distillation is simpler and performs better.
• Very good for finetuning to higher resolution.



Self-supervision (aka distillation without 
label)
• Emerging Properties in Self-Supervised Vision Transformers
• Paper from April 2021 . DINO.
• Self-supervised ViT features contain explicit information about the 

semantic segmentation of an image, which does not emerge as clearly 
with supervised ViTs, nor with convnets.

• These features are also excellent k-NN classifiers.

https://arxiv.org/abs/2104.14294


Training

• Two global views and multiple local views are generated using 
MultiCrop augmentations.

https://dl.acm.org/doi/abs/10.5555/3495724.3496555


Training

• Two global views and multiple local views are generated using 
MultiCrop augmentations.

• Global views are passed to the Teacher.
• All views (global+local) are passed to the Student.
• Cross-entropy between Teacher and Student is computed as loss.

https://dl.acm.org/doi/abs/10.5555/3495724.3496555


Training 2

• The Student ‘s parameters are updated by gradient descent.
• The Teacher’s parameters are updated as exponential moving 

average.
• 𝜃𝑡 ← 𝜆𝜃𝑡 + 1 − 𝜆 𝜃𝑠
• The softmax of the Student and Teacher is sharpened.
• The Teacher’s softmax is also centered.





Centering
𝑓 𝑥𝑖 =

ⅇ𝑥𝑖

σ𝑘 ⅇ
𝑥𝑘

𝑓𝑐 𝑥𝑖 =
ⅇ𝑥𝑖−𝑐𝑖

σ𝑘 ⅇ
𝑥𝑘−𝑐𝑘

• Centering enforces a uniform distribution.
• The distribution is along all the inputs (i.e., 

images)
• This means we want our classifier to make 

different decisions given different inputs.
• Ideal for uniformly distributed data.
• The centering is applied to the teacher 

softmax (i.e., target for the student).



Sharpening 𝑓 𝑥 =
𝑒𝑥/𝜏

σ𝑘 𝑒
𝑥𝑘 /𝜏

• We can only call it sharpening if 𝜏 < 1.
• After softmax the peaks will be higher.
• Both teacher and student

are sharpened, but with
different constants.



Training details

• ViT from scratch.
• The same architecture for teacher and student.
• Learning rate

• 10 epochs linear warm-up
• after decay with cosine schedule

• Weight decay has also cosine schedule from 0.04 to 0.4
• Teacher – Polyak-Ruppert averaging with exponential decay.
• 𝜃𝑡 ← 𝜆𝜃𝑡 + 1 − 𝜆 𝜃𝑠, 𝜆 follows cosine schedule from 0.996 to 1.
• Teacher 𝜏 has linear warm-up from 0.04 to 0.07 in 30 epochs.
• Student 𝜏 is set to 0.1.



DINO features
• A Head is put after the feature maps (ResNet) or CLS token.
• The Head has three layers with hidden dimension 2048 followed 

by l2 normalization.
• Then a weight-normalized FC layer with K dimensions.
• Different heads were tested.



Evaluation protocol

• Linear 
• A linear classifier with fixed backbone is trained on a val set.
• Test set is classified using this classifier.
• Drawbacks:

• Needs time to learn.
• Each task needs new learning.
• Unstable learning – each task needs different parameters.

• k-NN
• Each image in train set is processed by DINO.
• Test sample is classified using 20-NN classification.
• Stable through the tasks.





https://davischallenge.org/images/DAVIS-2017-TrainVal.mp4

https://davischallenge.org/images/DAVIS-2017-TrainVal.mp4




Ablation





Feel good images



Sign Language
The Deep Learning Perspective



Sign Language (according to ChatGPT)
• Rich and complex form of communication.
1. Manual Components: These are the elements of sign language that involve the hands and arms. 

1. Handshapes: Different configurations of the fingers and hands represent specific letters, words, or 
concepts. Each sign is formed by combining these handshapes in various ways.

2. Movements: The motion and direction of the hands and arms play a crucial role in conveying meaning. 
Movements can indicate actions, locations, or transitions between ideas.

3. Locations: The space around the signer's body is divided into specific locations, each representing 
different grammatical or lexical elements. These locations are used to indicate subjects, objects, or 
points of reference.

4. Palm orientation: The way the palm faces can alter the meaning of a sign. Whether the palm is facing 
up, down, to the side, or inward can change the interpretation of the gesture.

2. Non-manual Components: These aspects of sign language involve facial 
expressions, body posture, and other visual cues that accompany manual signs. 

1. Facial expressions: Expressive facial movements are crucial in sign language, as they convey grammatical 
information, emotions, and emphasis. Different facial expressions can change the meaning or intensity of a sign, just 
as intonation does in spoken language.

2. Body language: Body posture, stance, and movement provide additional context and meaning to signs. They can 
indicate the speaker's attitude, intention, or the relationship between different elements in a sentence.

3. Eye gaze: Eye contact and direction play a significant role in sign language conversations. They signal turn-taking, 
indicate who is the subject or object of a sentence, and establish rapport between signers.



Sign Language Translation





Pose Estimation

• Detection of Landmarks (e.g., joints) no Face, and Body
• We focus on Face Landmark Detection, Pose Detection, and Hand 

Landmark Detection.

https://developers.google.com/mediapipe/solutions/vision/face_landmarker
https://developers.google.com/mediapipe/solutions/vision/pose_landmarker
https://developers.google.com/mediapipe/solutions/vision/hand_landmarker
https://developers.google.com/mediapipe/solutions/vision/hand_landmarker


Pose Definition - Face

• The facial landmarks are very 
dense.

• Many are linearly dependent.
• Hand-picked important 

landmarks.
• We want to represent:

• Eyebrows
• Eyes
• Mouth
• Nose (for reference)



Pose Definition - Body
0 - nose

1 - left eye (inner)

2 - left eye

3 - left eye (outer)

4 - right eye (inner)

5 - right eye

6 - right eye (outer)

7 - left ear

8 - right ear

9 - mouth (left)

10 - mouth (right)

11 - left shoulder

12 - right shoulder

13 - left elbow

14 - right elbow

15 - left wrist

16 - right wrist

17 - left pinky

18 - right pinky

19 - left index

20 - right index

21 - left thumb

22 - right thumb

23 - left hip

24 - right hip

25 - left knee

26 - right knee

27 - left ankle

28 - right ankle

29 - left heel

30 - right heel

31 - left foot index

32 - right foot index



Pose Definition - Hand



SPOTER architecture

• Pose based isolated sign language 
recognition.

• A clever way of normalization and 
augmentation.

• Single learned query decoder.



Pose pre-training



Pose normalization



Face normalization



Visual pre-training
• Masked Autoencoders (Vision Transformers), and DINO
• Informed masking of images - mask only relevant parts.
• Given a pose, we can mask individual parts of the human body.
• Similar to masking whole words in sentences rather than random characters.







LLaMA

• Large Language Model from Meta.
• Transformer decoder architecture.
• Interesting properties:

• Pre-normalization (RMSNorm)
• SwiGLU activation
• Rotary Embeddings

• LLaMA 2 space:
• https://huggingface.co/spaces/huggingface-projects/llama-2-13b-chat

• LLaMa 3 blog:
• https://huggingface.co/blog/llama3

https://arxiv.org/abs/2302.13971
https://huggingface.co/spaces/huggingface-projects/llama-2-13b-chat
https://huggingface.co/blog/llama3


LLaVa

• Visual Instruction Tuning.
• We leave the LLM as is and learn a projection of the image 

features, so that the language model can reason about the image.

https://arxiv.org/abs/2304.08485


Stable Diffusion
Bonus material

https://arxiv.org/abs/2112.10752


High-Resolution 
Image Synthesis 
with Latent 
Diffusion Models
a.k.a STABLE DIFFUSION

Robin Rombach, Andreas 
Blattmann, Dominik Lorenz, 
Patrick Esser, Björn Ommer

https://arxiv.org/search/cs?searchtype=author&query=Rombach%2C+R
https://arxiv.org/search/cs?searchtype=author&query=Blattmann%2C+A
https://arxiv.org/search/cs?searchtype=author&query=Blattmann%2C+A
https://arxiv.org/search/cs?searchtype=author&query=Lorenz%2C+D
https://arxiv.org/search/cs?searchtype=author&query=Esser%2C+P
https://arxiv.org/search/cs?searchtype=author&query=Ommer%2C+B


Introduction 

• Image synthesis model

• Democratizing High-Resolution Image Synthesis
• Diffusion Models (DMs) are trained for many GPU days (150 – 1000 V100 

days)

• Inference is also expensive (50k samples takes 5 days on single A100)



Departure to Latent Space

• Analysis of already trained DMs

• Perceptual Compression
• Removes high-frequency details but still 

learns little semantic variation

• Semantic Compression
• The actual generative model learns the 

semantic and conceptual composition of 
the data

• Latent diffusion models (LDMs)
• as an effective generative model and a 

separate mild compression stage that only 
eliminates imperceptible details



Training overview

• First, we train an autoencoder that provides a lower-
dimensional (and thereby efficient) representational space that 
is perceptually equivalent to the data space

• There is one general autoencoder trained once

• Diffusion model is trained on the latent representation



Perceptual Image Compression

Taming Transformers for High-Resolution Image Synthesis Or KL to 
normal dist.

https://arxiv.org/pdf/2012.09841.pdf


Latent Diffusion Models

• Gradual denoising of a normally distributed value

• In latent space the loss function takes the form of

• ϵθ is a U-Net



Conditioning Mechanism

• Implemented as a cross-attention mechanism in U-Net

• The conditioning (text, blurred image, segmentation map, …) is 
processed by an expert model τθ resulting in a vector representation

• E.g., for the text conditioning it might be a Transformer Encoder such 
as BERT

• Depending on the task, the τθ is either concatenated to 
the input latent representation (image-to-image)

• Or is used in the U-Net Conv modules













Questions?
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