
Vela – AI Agents for Knowledge Discovery in Astronomical Sciences

Current AI agents are limited: they are evaluated with narrow metrics, they cannot effectively
handle multi-modal data and their connections, and they cannot proactively experiment and
engage users. Astronomy provides an open sandbox for addressing each of these problems, and
Vela will develop foundational advancements for the broader AI research community.

With the rapid progress in LLMs, many previously useful benchmarks have become obsolete
(Bowman and Dahl, 2021), meaning that high benchmark performance does not directly translate
into usability and reliability (Raji et al., 2021). Furthermore, there is limited research on how
people actually interact with these models and how sub-communities benefit from them.

I’d like you to select a mass-limited sample of galaxies from the LSST
main survey. Only get those with redshifts between 0.6 and 1.

Sure, I can do that. Would you like a stellar mass selection? What is the 
minimum mass?

Yes, log stellar masses greater than 9.

Here is an ADQL query for all galaxies with stellar masses greater than 10^9 
M_sun and photometric redshifts between 0.6 and 1:
        

          Execute this query
           Send to Jupyter notebook

      Photometric redshifts may not be reliable. Would you like to crossmatch 
against galaxies with spectroscopically confirmed redshifts?
           Crossmatch with spectroscopic catalogs (DESI, 4MOST, Euclid)

      Your query may include low signal-to-noise ratio estimates of 
stellar mass.
           Impose a signal-to-noise ratio (SNR) cut

  SELECT * FROM lsst_main.galaxies as g
  WHERE g.zphot BETWEEN 0.6 AND 1.0
  AND g.log_sm > 9

FRESH BRAINSTORM

I’d like you to select…

 …|

Active Brainstorm

Past Brainstorms

Are Type IIc superno…

Write a query to sear…
Revise the query to…

Impose a signal-to-noise ratio (SNR) cut

The recent papers Chiradi et al.! and Kirkpatrick et al.    have studied 
LSST galaxies in a similar redshift range, and used a i-band flux SNR 
threshold of SNR > 4. Would you like me to add this to the ADQL query?

How many galaxies would that remove?

I’d like you to select…
Impose a signal-to-…

Suggest New Ideas

      Execute this query

SELECT COUNT(*) FROM lsst_main.galaxies as g
WHERE g.i_model_flux / g.i_model_flux_err <= 4
AND g.zphot BETWEEN 0.6 AND 1.0
AND g.log_sm > 9

What Can the Astronomical 
Archivist AI Agent Do? Create resources

Active Brainstorm

Figure 1: Example user interface for the Astronomical Archivist AI agent which can interact
with detailed astronomical concepts and data. The AI archivist will be trained on operational
metadata from STScI’s systems, including logs of user-submitted SQL queries and API calls, thus
learning not only the syntax of the code but also common user input errors.
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Figure 2: AI agents are powered by open data (circles), in-
cluding text, software, and pixels, and the connections be-
tween them (lines). Astronomy has uniquely rich open data
and documented connections (blue): not only are the ob-
servational data open, but astronomy also has a culture of
sharing software in accessible repositories. The field orga-
nizes literature in an open, world-class manuscript service
with papers linked to data and software.

Astronomy data is unique in that it is open and has a vibrant and active community that
would partner and work with us on AI tools that we develop — becoming part of the design and
development process, but more importantly, allowing for rigorous experimentation and evaluation.
Vela, will explore a fundamental question: How can AI transform science for the better? Vela will
develop an Astronomical Archivist LLM — which takes its name from the southern constellation
named for its similarity to the sails of a ship. Like ship sails, the proposed program enables speed
and exploration, opening the world of astronomical data to all.
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