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Abstract

The development of automatic speech recognition (ASR) systems that can handle code-switched speech is challenging due to data scarcity, grammatical structure complexity, and domain mismatch. Several approaches have been proposed to address this challenge, including data augmentation techniques for synthesizing code-switched text, leveraging multilingual transformers for cross-lingual transfer, and generating code-switching translations using multilingual machine translation and natural language processing systems. Another proposed method uses a zero-shot learning methodology for code-switching ASR by augmenting monolingual data with artificially generated code-switching text. Further methods involve random lexical replacements and Equivalence Constraints while exploiting aligned translation pairs to generate random and grammatically valid code-switching content. Finally, code-switching ASR lacks robust and fair evaluation metrics as language pairs with different scripts can lead to cross-transcribe words that create a large number of homophones in hypothesis and reference transcription.

During the six-week summer school workshop, we focused on investigating novel techniques to build practical large vocabulary continuous speech recognition systems capable of dealing with monolingual and code-switching spoken utterances. We addressed the following four challenges in code-switching ASR: (i) Understanding why code-switching happens in human speech and how to measure such phenomenon in spoken and written content. (ii) Generating code-switching speech and text using data augmentation to train large models, (iii) Building ASR systems capable of dealing with monolingual and code-switching speech, and finally (iv) Evaluating code-switching ASR system.

Linguistic Aspects of Code-Switching: Before building a robust code-switching automatic speech recognition system, we should understand how to characterize code-switching in textual and spoken data to model such phenomenon efficiently. We study several metrics to evaluate code-switching: M-metric, I-metric, burstiness, and memory. We benchmark them across different corpora across a wide range of languages, named: Scottish-Gaelic - English, Mandarin - English, Spanish - English, Egyptian-Arabic - English and South African languages (isiXhosa, isiZulu, seSotho and seTswana) - English. We show stylistic differences across various language(s)-pairs. We highlight challenges in data processing for such data, as simple as what defines a token in code-switch text and how to define the boundary of language detection. Finally, we highlight the outcomes and limitations of these metrics. We identify potential causes of the code-switching variation in speech and text. We examine the influence a speakers’ characteristics on code-switching behaviour: namely, age and gender. Finally, we do a more focused study on the characteristics of the speech or the domain: namely, formality. What role does formality play in code-switching? How to measure formality?

Synthetic Text Code-Switching Generation: Due to the challenges of building real code-switching data in the wild, we investigate data augmentation to create spoken and written code-switching corpus. We propose a zero-shot learning methodology by augmenting monolingual data with artificially generating Code-switching text. We perform lexical replacements using parallel corpora and alignments where code-switching points are either randomly chosen or learnt using a sequence-to-sequence model. Finally, We introduce a novel approach of forcing a multilingual machine translation system trained on monolingual data to generate CS translations.

Automatic Speech Recognition for Code-Switched Speech: Building robust speech recognition systems capable of dealing with multilingual and code-switching speech poses several challenges; the fact that code-switching is unwritten phenomenon that rarely occurs in most text and transcribed speech corpora makes it challenging in build speech recognition system using real data. We address here the following three research topics: (i) Introducing speech collage to generate multilingual and code-switching speech data, (ii) Building code-switching ASR system using monolingual data and (iii) Using self-supervised models for code-switching ASR.

Evaluating Code-Switching Speech Recognition Systems: To improve a speech recognition system, we should be able to evaluate the accuracy and report error rate using robust and fair evaluation metrics. The current word error rate evaluation (WER) method assumes a single reference transcription for each speech segment. However, in code-switching language pairs with different scripts, there is a tendency to cross-transcribe words, which creates a large number in both hypothesis and reference. Furthermore, we may expect partial (cross-script) transcription. Thanks to recent end-to-end ASR techniques such as word-pieces.
Team Members

**Team Leader**
Ahmed Ali  
Qatar Computing Research Institute

**Senior Researchers**
Shammur Chowdhury  
Qatar Computing Research Institute  
Lucas Ondel  
University Paris-Saclay, CNRS, LISN  
Matthew Wiesner  
Johns Hopkins University  
Ondrej Klejch  
University of Edinburgh  
Kenton Murray  
Johns Hopkins University

**Graduate Students**
Jie Chi  
University of Edinburgh  
Amir Hussein  
KANARI AI and Johns Hopkins University  
Injy Khairy Hamed  
New York University Abu Dhabi  
Lea-Marie Lam-Yee-Mui  
Vocapia Research and University Paris-Saclay, CNRS, LISN  
Barah Fazili  
IIT Bombay  
Brian Yan  
Carnegie Mellon University  
Electra Wallington  
University of Edinburgh  
Brian Lu  
Johns Hopkins University  
Debasmita Bhattacharya  
Columbia University

**Undergraduate Students**
Dorsa Zeinali  
Carnegie Mellon University  
Oumnia Chellah  
Stanford University  
Danielle Cartagenes  
University of Illinois Chicago

**Senior Affiliates**
Peter Bell  
University of Edinburgh  
Nizar Habash  
New York University Abu Dhabi  
Preethi Jyothi  
IIT Bombay  
Sunayana Sitaram  
Microsoft Research India  
Ravi Mamindlapalli  
Uniphore  
Shinji Watanabe  
Carnegie Mellon University  
Jan Trmal  
Johns Hopkins University  
Najim Dehak  
Johns Hopkins University  
Sanjeev Khudanpur  
Johns Hopkins University

**Acknowledgements**
The work reported here was carried out during the 2022 Jelinek Memorial Summer Workshop on Speech and Language Technologies at Johns Hopkins University, which was supported with unrestricted gifts from Amazon, Microsoft, and Google. We would like to thank QCRI for the computing and infrastructure resources.
# Contents

## I Linguistic Aspects of Code-Switching 6

1 Characterizing Code-Switching 8

1.1 Introduction and Motivation 9

1.2 Related Work 9

1.2.1 M-metric and I-metric 9

1.2.2 Burstiness and Memory 9

1.3 Methods 10

1.3.1 Data Collation 10

1.3.2 Data Preparation 11

1.4 Results and Discussion 13

1.4.1 What is being captured? 13

1.4.2 What is not being captured? 14

1.5 Future Work and Conclusions 15

2 Predicting Code-Switching Behaviour 16

2.1 Introduction and Related Work 16

2.2 Age and Gender 16

2.3 Formality 18

2.3.1 Previous Work 18

2.3.2 Corpora 19

2.3.3 Investigating Formality in Text 19

2.3.4 Investigating Formality in Speech 24

2.3.5 Formality Takeaways 25

2.4 Overall Conclusions 26

## II Synthetic Code-Switching Text Generation 27


3.1 Introduction 29

3.2 Generating Code-Switched Language 30

3.2.1 Equivalence Constraint Theory 30

3.2.2 Code-switching Text Generation 30

3.2.3 Improved Naturalness through Sampling 32

3.3 Corpora for Training and Evaluation 32

3.3.1 Monolingual Data Sets 32

3.3.2 Evaluation Code-Switching Data Sets 32

3.4 Evaluation of Model Performance 33

3.4.1 Language Modeling Evaluation 33

3.4.2 Speech Recognition Evaluation 33

3.4.3 Human Evaluation 33

3.5 Empirical Results and Discussion 33

3.5.1 Objective Evaluation 33

3.5.2 Subjective Evaluation 35

3.5.3 Key Observations and Discussion 35
Part I

Linguistic Aspects of Code-Switching
This section offers insights into understanding code-switching. Given that code-switching is not a monolithic phenomenon across all languages, how do we formally characterize code-switching in speech and text? Is it the number of switches or language distribution? Is the code-switching style different across domains from the same language? From the domain of the speech to speaker characteristics or speaker relationships, what triggers code-switching? Could it be a sociopolitical relationship, gender, age, formality, etc. In this section, we address the following research questions: (i) Characterizing Code-Switching and (ii) Predicting Code-Switching Behaviour.

**Characterizing Code-Switching:** Before building a robust code-switching automatic speech recognition system, we should understand how to characterize code-switching in textual and spoken data to model such phenomenon efficiently. We study several metrics to evaluate code-switching: M-metric, I-metric, burstiness, and memory. We benchmark them across different corpora across a wide range of languages, named: Scottish-Gaelic - English, Mandarin - English, Spanish - English, Egyptian-Arabic - English and South African languages (isiXhosa, isiZulu, seSotho and seTswana) - English. We show stylistic differences across various language(s)-pairs. We highlight challenges in data processing for such data, as simple as what defines a token in code-switch text and how to define the boundary of language detection. Finally, we highlight outcomes and limitations of these metrics.

**Predicting Code-Switching Behaviour:** We identify potential causes of the code-switching variation in speech and text. In this chapter, we examine the influence a speaker’s characteristics on code-switching behaviour: namely, age and gender. Furthermore, we do more focused study on the characteristics of the speech or the domain: namely, formality. What role does formality play in code-switching? How to measure formality? Our results suggest that being a factor that can influence code-switching behaviour in spoken and written content across several languages.

We investigate the following research questions in the linguistic aspects of code-switching:

- How to evaluate code-switching in speech and text?
- What is the impact of age and gender on code-switching?
- How does formality impact code-switching?
Chapter 1

Characterizing Code-Switching

Electra Wallington, Debasmita Bhattacharya, Danielle Cartagenes, Peter Bell

1.1 Introduction and Motivation

Since our goal is to develop methods and build automatic speech recognition (ASR) systems that can handle code-switching, it is important we understand that code-switching is not a monolithic phenomenon. See the following examples:

1. `bhiodh na gaidheil dìreach math fhèin air ready steady cook s tha mi a smaointinn gu bheil e mar phàirt den chultar againne cuideachd bidh thu`
   Gaelic people would be good at ready steady cook and I think it’s part of our culture too.

2. `crystal systems के crystal structures के दिखाना उदाहरण के लिए cubic hexagonal and rhombohedral`
   and showing the crystal structures of different crystal systems for example cubic, hexagonal and rhombohedral

3. `Chomi, hewethu i worry yam kengoku it’s the next meeting on friday and kengoku i’m going out chomi nomfana wam, how are things going to happen?
   Friend, (hewethu) my worry now its the next meeting on Friday and now Im going out friend with my man, How are things going to happen?`

Whilst all coming from what could be considered code-switching data-sets (specifically, transcripts of code-switched speech), what constitutes code-switching in each of these snippets is extremely different. In (1), just a few English tokens comprise one segment in an otherwise monolingual Gaelic sequence. (2) sees far more English spans embedded within Hindi speech but, mirroring (1), there seems an asymmetric relationship between Hindi and English regarding language role: each of the English segments is a Noun Phrase (NP) providing a specific technical concept. In contrast, (3)’s code-switching sees English and Xhosa spans far more variable in length, there are far more switch points between the two languages, and, syntactically and semantically, the English also seems far less constrained (c.f. entire clauses containing function and content words).

Consider what would be required for an ASR system to recognize each of these examples. For cases like (1), we could perhaps exploit the code-switching’s predictability and constrained nature and simply make use of monolingual ASR systems (running concurrently, or else switching between systems at predicted points). However, (3)-style code-switching may warrant more sophisticated methods; see the work discussed throughout Parts II and III. As such, not acknowledging this variability in code-switching ‘style’ could easily lead to domain mismatch issues: if we were to train and tune an ASR system to any one of the data-sets above, given this variation, we could not know whether such system would generalize.

This motivates the following research questions. First, how can we formally characterize the code-switching style of different data-sets? That is, which features or properties (number of switches; language distribution etc) should we observe and use to define how code-switching differs from data-set to data-set? Knowing how similar or different one data-set’s code-switching is from another would greatly aid downstream ASR system development: we can choose appropriate training and test sets to minimize domain mismatch; we can anticipate lower word error rate (WER) in cases where different styles are unavoidable; we can select from a suite of potential methodologies one that is most suited to the code-switching style at hand.

Attempting to characterize this code-switching variation also brings to the fore a second research question: what causes this variation? Are there tangible variables which cause speech in different speech-settings (i.e. in different data-sets) to possess specific code-switching styles? We could consider for instance the speech’s

https://learngaelic.scot
domain; speaker characteristics like age or speaker-relationships; the languages in question (and the typological and socio-political relationship between them). In short, can we predict the style of code-switching we are to expect from a data-set given the data’s meta-properties, or knowledge of where the data comes from? This would be particularly useful for when we are tackling code-switching in low-resource scenarios; that is, in situations where representative data is limited and we cannot infer code-switching style from the data itself.

Part I is structured according to these two research questions. For the remainder of Chapter 1, we elaborate on our attempts to characterize code-switching behaviour. In Chapter 2, we discuss our preliminary investigations into predicting code-switching behaviour and follow with an overall discussion of our future work plans and conclusions.

1.2 Related Work

Several methods of defining a data-set’s code-switching style have already been proposed in the literature. Similar to that here, motivation is often to define some ‘code-switching typology’, classify data-sets according to this typology, to then inform downstream system development ([1, 2, 3]). Here, we provide an overview of existing metrics developed for this purpose.

1.2.1 M-metric and I-metric

The amount of code-switching in the data seems an obvious first question to ask if wanting to compare and rank data-sets by their code-switching. [4]’s M-index - one of the earliest metrics to be proposed in this area – does this by quantifying a data-set’s language ratio (considering how many tokens are used in each language):

\[
M\text{-index} \equiv \frac{1 - \sum p_j^2}{(k - 1) \cdot \sum p_j^2} \quad (1.1)
\]

Where \( k \) is the total number of languages in the corpus, \( p_j \) is total number of words in language \( j \) over total number of words in the corpus, and \( j \) ranges over the languages present in the corpus. The more even this ratio, the closer the M-index is to 1, and thus the more code-switched the data-set.

As an alternative or supplementary method of quantifying amount of code-switching, [1, 5, 2] propose the I-index:

\[
I\text{-index} \equiv \frac{1}{n-1} \sum_{1 \leq i < j < n} S(l_i, l_j), \quad (1.2)
\]

As with M-index, we assume a corpus composed of tokens tagged by language: here, \( \{l_i\} \) denotes a tag, with \( i \) ranging from 1 to \( n \), the size of the corpus, and \( j \) ranging from \( i + 1 \) to \( n \). \( S(l_i, l_j) = 1 \), denoting a code-switch, if \( l_i \neq l_j \); 0 otherwise.

M- and I-index’s differences are best illustrated via example. Consider the following example:

(1) ‘it’s not the neighbor in the corner . yo creo que es el de al lado’

Seven English and eight Spanish tokens (when split by white-space, see Section 1.3.2) lead to a very high M-index whilst, with just one switch point, this sentence’s I-index is low. Whilst both metrics quantify amount of code-switching in a data-set then, observe that very different conclusions can be drawn depending on which metric is chosen as proxy for ‘amount’.

1.2.2 Burstiness and Memory

By considering language tags irrespective of their position or context, neither M- nor I-index consider how languages’ distribution across different code-switching data-sets may vary. With a ‘language span’ being a sequence of tokens with the same language tag, Burstiness ([3]), bounded between -1 and 1, thus considers how much the language span distribution differs from the Poisson distribution shown here:

\[
\text{Burstiness} \equiv \frac{(\sigma \tau / m \tau - 1)}{(\sigma \tau / m \tau + 1)} = \frac{(\sigma \tau - m \tau)}{(\sigma \tau + m \tau)} \quad (1.3)
\]

With \( \sigma \tau \) the language spans’ standard deviation and \( m \tau \) the spans’ mean, Burstiness encodes whether switching activity seems random (values closer to 1) or regular (closer to -1).

Finally, Memory ([3]), also bounded [-1,1], considers the correlation between lengths of spans in one language versus another:

*http://siarad.org.uk/speakers.php?c=miami
Memory \equiv \frac{1}{n_r - 1} \sum_{i=1}^{n_r-1} \frac{(\tau_i - m_1)(\tau_{i+1} - m_2)}{\sigma_1 \sigma_2} \tag{1.4}

Where \( n_r \) is the number of language spans in the distribution, \( \tau_i \) is the current language span, \( \tau_{i+1} \) is the following language span, \( \sigma_1 \) is the standard deviation of all language spans but the last, \( \sigma_2 \) is the standard deviation of all language spans but the first, \( m_1 \) is the mean of all language spans but the last, and \( m_2 \) is the mean of all language spans but the first.

If a data-set scores closer to -1, lengths of speech spans in one language are negatively correlated with lengths of spans in the other: they tend not to be similar in length (c.f. example (1) where long Gaelic segments contrast with short English segments). Comparatively, values close to 1 suggest spans much more even in length (c.f. example (3)).

1.3 Methods

Our aim for the remainder of this chapter is to assess these metrics’ utility for the task at hand: sufficiently characterizing the different code-switching styles one might come across in different data-sets. Specifically, we assess these metrics’ descriptive and characterizing power in terms of the following:

- Are any of these metrics sufficient at characterizing differences in code-switching when used in isolation?
- If not, are they sufficient when combined?
- If not, what code-switching style differences do they fail to capture which would thus need incorporating into future metrics?

1.3.1 Data Collation

To answer these questions, we collated a range of data-sets exhibiting code-switching, including many which have not been widely used in the code-switching literature. To note: throughout this chapter’s remainder we make the simplifying assumption that code-switching occurs between two languages only. Thus, each data-set discussed has an associated language pair; all of the data-set’s tokens must come from one of these languages. Importantly, we ensured we compare corpora which differ both in domain - see Tables 1.1 and 1.2 - and in language pair - see Table 1.3 - to ensure comprehensive coverage of ‘possible’ code-switching styles.

<table>
<thead>
<tr>
<th>Data-Set</th>
<th>Language Pair</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handwriting ref</td>
<td>Scottish-Gaelic - English</td>
<td>Traditional Narrative</td>
</tr>
<tr>
<td>TaD</td>
<td>Scottish-Gaelic - English</td>
<td>Traditional Narrative</td>
</tr>
<tr>
<td>MG Alba</td>
<td>Scottish-Gaelic - English</td>
<td>Media Broadcast</td>
</tr>
<tr>
<td>audiobooks ref</td>
<td>Scottish-Gaelic - English</td>
<td>Read Speech</td>
</tr>
</tbody>
</table>

Table 1.1: Four Scottish-Gaelic-English data-sets from different domains, which exhibit code-switching to varying degrees. Note both Handwriting and TaD corpora are comprised of traditional narrative recordings held by the School of Scottish Studies Archives, University of Edinburgh. The former’s transcription was produced via digitization of manuscripts during the Scottish Gaelic Automatic Handwriting Recognition Project; the latter’s was provided by Tobar An Dualchais. The MG Alba data-set consists of a compilation of short videos (snippets of radio and tv broadcasts) from Learn-Gaelic, an online language learning resource created by MG-Alba, the official Gaelic Media service.

<table>
<thead>
<tr>
<th>Data-Set</th>
<th>Language Pair</th>
<th>Domain</th>
</tr>
</thead>
</table>

Table 1.2: Two Mandarin-English data-sets from different domains, which exhibit code-switching to varying degrees. The SEAME corpus is comprised of informal conversations/interviews between college students. The data-set we name Technical Lectures is self-collected, made up of a Youtube playlist of uploaded lectures/educational content about machine learning.
Table 1.3: Code-switching data-sets which are all (somewhat) conversational in domain, varying in language. Like the SEAME corpus, the Bangor-Miami and ArzEn corpora consist of conversations (or informal interviews conducted) between bilingual speakers; the former Spanish - English speakers in Florida; the latter Egyptian Arabic - English speakers in Egypt. Note the slight discrepancy in that the speech in the Soap Opera data-sets, covering switches between several South African languages and English, is scripted (with this data coming from broadcast South African soap operas).

1.3.2 Data Preparation

We pre-processed all data by removing punctuation, non-alphabetic strings, and lower-casing. The metrics introduced in Section 1.2 all treat data-sets as ‘bags of language-ids’; each data-set had to therefore be tokenized and each token had to be assigned a language tag. Considering tokenization first, we utilized a baseline approach and split by white-space for most of the data.

We found we could not extend this uniform approach to the Mandarin-English corpora in Table 1.2 however for, whilst not true of the SEAME data, the Technical Lectures transcripts omitted white-space completely (i.e. did not use it to mark word boundaries). This orthographic variation between the two Mandarin-English corpora can be understood if we consider that Written Chinese is a logographic rather than alphabetic writing system. Rather than characters mapping to phonemes (or some other phonetic unit), each Written Chinese character roughly corresponds to (the semantic content of) a syllable. With Classical Chinese a largely monosyllabic language, each Written Chinese character traditionally represented its own unique word, hence making white-space redundant. Importantly, though polysyllabic words are more common in Modern Chinese (represented by sequences of logograms when writing), utilization of white-space during writing is still variable (when not used, a reader must infer word boundaries of polysyllabic words from the context).

Whilst easy to trace and understand the origins of this variation then, this Mandarin-English example nevertheless raises questions. Practically, how do we go about using Section 1.2’s metrics to compare data-sets in situations such as this one where what constitutes a token is not clear-cut? Secondly, and more importantly, are there any theoretical consequences of utilizing metrics which rely on the notion of the token, when the concept of ‘token’ is inherently fuzzy in nature?

Taking a practical perspective first, Figure 1.1 illustrates the metric scores we obtained when we tokenized the SEAME data-set using the baseline white-space method (recall that the SEAME data did contain white-space) versus tokenizing at a character level (the only method by which we can tokenize the Technical Lectures corpus). Whilst not extreme in this particular case, that these two sets of scores do differ highlights these metrics’ sensitivity to token definition. As such, for an experimentally valid comparison to be made between data-sets (of the same language), tokenization method should really be consistent. For this chapter’s remainder, we thus assume tokenization at character level for both Mandarin-English data-sets.

While relevant here, we retain discussion of how the fuzzy nature of the ‘token’ interacts with comparisons between data-sets of different languages to Section 1.4.2. We believe a shortcoming of previous works utilizing these metrics ([123]) are their claims that these methods are ‘language independent’: we shall argue this is not the case – in part, because of the way differing linguistic typologies impact upon token distribution – and briefly consider how these metrics could be amended to account for this.

Setting aside for the moment these difficulties associated with the token, we turn to the task of assigning these tokens language tags. Some data-sets (those in Table 1.2 and the South-African - English data-sets in Table 1.3) came with language already annotated: that is, the transcripts were marked up with language switch-points. For the remaining data-sets listed above however, we had to apply some external, language identification (LID) method.

For instance, to language tag the Scottish-Gaelic – English data-sets of Table 1.1 we initially employed the Naïve Bayesian classifier compact language detector (CLD2) which uses character n-grams as features. However, initial experimentation showed error rates to be high: somewhat expected as we are identifying the language of stand-alone tokens here rather than the language of a whole passage (within which there would be

[https://CRAN.R-project.org/package=cld2]
more opportunities for distinctive n-grams). We thus supplemented CLD2 with hand-crafted rules: for instance, if ‘English’ was predicted for a token comprising of three characters or fewer, we would check whether either adjacent token had also been tagged ‘English’; if not, we would replace the predicted ‘English’ tag with that assigned to the previous token.

Still, depending on upstream, external LID will always result in at least some incorrectly tagged tokens. Given the metrics we are investigating only consider token language, rather than token identity – and are thus particularly sensitive to such error propagation – how best to integrate language identification is an important question to explore going forward. Also worth acknowledging here are the comments made in [9]: even for those data-sets where ‘gold-standard’ language tags are provided, we must be wary of annotation scheme variation between data-sets (e.g. can tokens be assigned labels other than the two main languages in question – ‘unk’, ‘unknown-word’ etc) leading to in-comparable metric scores (much like the consequences of inconsistent tokenization methods).

Also of relevance here is that a few of our code-switching data-sets exemplified ‘intra-word’ code-switches. Consider for instance ‘ndibalance’, ‘uadvertise’, ‘ipost’. All three examples are drawn from the Xhosa-English Soap Opera data-set [8] and consist of an isiXhosa prefix prepended to an English verb or noun. As mentioned, since we tokenized by white-space, we could not language-tag these Xhosa prefixes and English stems distinctly; thus, during this work, we simply tagged such words as Xhosa instances.

Knowing how best to handle these intra-word cases is not trivial. Had we incorporated some extra morphological segmentation when tokenizing the isiXhosa-English Soap Opera data, we could have carried out language-tagging at a finer-grained level. But with this, we would be forced to return to the questions posed above: what should constitute a token in the first place; can we define a token in a language-independent fashion? Allowing for the possibility of an extra morphological analysis step prior to language identification would make the task of keeping the ‘token’ consistent across data-sets even more difficult: the quality, methods, and availability of morphological parsers vary extensively across languages (and c.f. also the opportunity for further error propagation).

Section 1.4.2 picks up this discussion of these metrics’ potential pitfalls and complexities. Setting aside these questions for the time-being however, having obtained LID sequences for each data-set, we were able to calculate M-index, I-index, Burstiness and Memory per corpus as detailed in Section 1.2. In the following section, we compare data-sets according to these metrics and consider their adequacy as a comparative tool.

Figure 1.1: Code-switching metrics’ sensitivity to word versus character level tokenization for the SEAME Mandarin-English data-set.
1.4 Results and Discussion

1.4.1 What is being captured?

We first (and primarily, given the following section’s discussion) consider these metrics’ utility for comparing data-sets exemplifying code-switching between the same two languages: in our work, this means considering Table 1.1’s Scottish-Gaelic English data-sets and Table 1.2’s Mandarin-English data-sets. Do these metrics facilitate an investigation into what happens to code-switching style when language remains constant but when the domain and/or speech-setting of a data-set changes? Does code-switching nevertheless remain consistent?

Consider the following scenario. We want to build a Scottish-Gaelic ASR system. We know some code-switching (into English) is likely to be present at test time. However, for us to better understand what type of code-switching ASR methods should be utilized, we would also like to know if there is any one particular style of code-switching inherent to Scottish-Gaelic - English speech; and if so, what properties such style might possess.

![Figure 1.2: Measuring the M-index (A) and Memory (B) of different Scottish-Gaelic - English data-sets](image)

Figure 1.2 compares the M-index of our four Scottish-Gaelic - English data-sets. Immediately evident is that, by this proxy at least, code-switching style is not necessarily consistent across corpora just because they contain the same languages. MG-Alba’s far higher M-index suggests that this corpus of speech drawn from media broadcasts contains significantly more code-switching than the other three (which, recall, are all non-conversational in nature).

However, Figure 1.2b tells a different story. When using Memory as our code-switching richness measure, there is no stark difference between MG-Alba and the other corpora (in fact MG-Alba’s Memory score is comparatively low). Hence, this metric points to a similar code-switching style across all four Scottish-Gaelic – English data-sets: one which is fairly constrained, regular and predictable (more akin to example (1) than (3)).

That these two metrics lead to opposing conclusions immediately highlights the dangers of using these metrics in isolation. Recall from Section 1.2 that Burstiness and Memory consider language distribution; M- and I-indexes comparatively measure quantity (and do so using very different definitions of quantity, see Example (1)). Code-switching variation is clearly extensive enough that we need (at least) these two dimensions to capture stylistic variation between data-sets.

Considering these M-index and Memory comparisons together then, we can return to the hypothetical scenario posited above – determining how best to build a Scottish Gaelic ASR system which can also cope with code-switching into English. We now have some evidence (albeit having only considered four corpora) for the notion that, in terms of language distribution, Scottish-Gaelic - English code-switching is fairly invariant across different domains and speech settings, regardless of absolute English quantity. This means, during the ASR development process, we can be more confident that we will not run into large domain-mismatch issues when selecting pairs of train/test data-sets; or run into problems if utilizing the same code-switching ASR method uniformly (in this case, one which is fairly simple, e.g. relying on monolingual systems). This comparison of Scottish Gaelic-English corpora has demonstrated that there is information to be gained from these existing metrics which can enrich the ASR development process, as long as we consider them in combination. We thus now apply a similar analysis to our Mandarin-English code-switching data-sets. This time, Figure 1.3 comparing the SEAME and Technical Lectures corpora, immediately considers all four metrics together rather than individually.

What is striking in Figure 1.3 is that, though some individual measures do not vary much (e.g. I-index), these two plots’ overall ‘shape’ is markedly different; as with the Scottish-Gaelic - English case then, clear is that just looking at any metric individually is insufficient. Consider in particular the I-index : Memory ratio for the two data-sets. 1.3’s Technical Lecture series’ lower Memory score results in a steeper negative gradient on the graph’s right hand side; SEAME’s line is comparatively much flatter. This suggests that in
the Technical Lectures data, English is being used for a more constrained or specific purpose (like supplying technical concepts), resulting in consistent cycles of long Mandarin- and short English spans, similarly to the Scottish-Gaelic - English data above. Comparatively SEAME’s English may not be so constrained.

It is interesting that our observation for Scottish-Gaelic - English – that code-switching distribution seemed unaffected by domain – does not hold true for our Mandarin-English data. To explore in the future is whether there are any particular properties of these two language pairs (linguistic, socio-historic, cultural, geographic etc) which lead to this difference.

We can manually examine both Mandarin-English data-sets to confirm these stylistic distinctions (with example (2) from Technical Lectures; (3) from SEAME):

(2) “所以出了框架的差距就超 ε 所以今天你在做完 Gradient Descent . . . ” 所以你可以 Simple Baseline 那有同就一必有什好呢”

(3) 我我喜欢人家to cheer me on 我觉得it would help to . . . . . . 然后然后有很多字 right that we commonly use but they don’t use

1.4.2 What is not being captured?

Language-Independence and Normalization

Whilst the previous section illustrated that these four metrics do successfully capture some basic code-switching style differences – and thus facilitate some preliminary code-switching variation analysis – there are also clear limitations. In Section 1.3.2, we began to question the reliance on the ‘token’ in these metrics’ formulation. We explore this further here; in particular, what are the implications of this when using these metrics to compare data-sets of different languages? Consider the following example, taken in part from [10]:

(4) Northern Sotho (Sesotho) and ke a ba rata $M$-Index = 0.47
(5) Zulu and ngiyabathanda $M$-Index = 1.0
(6) English Translation and I like them $M$-Index = 0.0

Because languages differ in their morpho-syntax and orthographic conventions, they also fundamentally differ in how tokens tend to be distributed across sentences and speech segments. Here, though both South African languages, Sotho uses a ‘disjunctive’ orthography; Zulu, a ‘conjunctive’ (Xhosa, sharing a language family with Zulu, is also conjunctive). The equivalent semantic and syntactic content is thus distributed over far more tokens in the former than the latter. And this has heavy implications on our code-switching metric computation. A Sesotho-English corpus will always have a higher Sesotho : English token ratio than a Xhosa-English corpus’ Xhosa : English token ratio. Similarly, Sesotho spans will always be longer than Xhosa spans. And therefore, a Sesotho-English data-set will always receive a lower M-index score; a lower Memory score etc.

In short, despite claims to the contrary [2,3], we must be aware that these metrics are not strictly language independent but bake in language typological differences. If being employed to compare data-sets across different languages then and, specifically, if we want to use these measures to investigate whether other variables such as
domain, speaker characteristics etc predict certain code-switching styles (see Chapter 2), then such differences should really be factored out. Note that other metrics proposed more recently – c.f. [11]’s SyMCoM which considers POS tags – would also require such normalization or calibration if to be used in a language-independent fashion. We leave a more robust/in-depth investigation into approaches to metric calibration/normalization for future work.

Are these metrics sufficient?

As mentioned in Section 1.3 to fully evaluate these metrics’ descriptive power, we must also consider if there are any code-switching properties these measures fail to capture. Compare the following Hindi-English [7] and Spanish-English [8] segments:

(7) crystal systems crystal structures cubic hexagonal rhombohedral [12]
    ‘and showing the crystal structures of different crystal systems for example cubic, hexagonal and rhombohedral’

(8) and then his other thing he noted when he was at the UOne siding and connector road (.)
    que pusimos luces . you know the new road we put in .
    ‘and then his other thing he noted that when he was at the UOne siding and connector road that we put lights on you know the new road we put in . ’

If basing comparison on the four metrics used thus far, the Hindi-English’s code-switching would come out the richer of the two: the number of English and Hindi tokens is more even; there is more frequent switching; spans are more equal in length. However, what is not captured using these metrics is any sense of the languages’ syntactic or semantic role. Referenced during the introduction, in the Hindi-English snippet, English solely provides NPs: it is being used to talk of concepts for which Hindi has no terminology. That this is not true of the Spanish-English’s code-switching means that it is perhaps this snippet which should be considered the ‘richer’ or ‘harder’ code-switching here (at least regarding unpredictability and this effect on downstream modelling). In short, these metrics appear too coarse. The literature tells us we should not be agnostic to syntactic or semantic ([13, 14, 15]) or phonological features; there is thus a lot of scope to develop more sophisticated measures which do capture such additional stylistic variations. We aim to return to this in future work.

1.5 Future Work and Conclusions

In this chapter, we illustrated that code-switching is a variable phenomenon and proposed that, to avoid domain mismatch, we must: 1) understand how to characterize code-switching behaviour across different data-sets and 2) identify what variables can cause or predict such differences in behaviour. Regarding the former, we found existing metrics able to characterize some stylistic differences when combined, licensing their use as a preliminary tool for data-set selection and analysis during ASR development. However, the assumptions that these metrics make regarding language typology must be considered when using them to compare across languages. We also showed that there are some stylistic differences in data-sets’ code-switching which these metrics do not encode; as such, there is scope to develop more sophisticated metrics which consider the languages’ semantic, syntactic or phonological properties. We aim to tackle this as part of our future work in the area.

In Chapter 2, we turn our focus to the task of predicting code-switching behaviour. We build upon the findings of this chapter, using the metrics introduced here as a key methodological tool. We also end Chapter 2 with an overall discussion of Part I and a forward look to how our work could potentially begin to be utilized to inform decision-making during ASR system development.
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Chapter 2

Predicting Code-Switching Behaviour

Debasmita Bhattacharya, Danielle Cartagenes, Electra Wallington, Peter Bell

2.1 Introduction and Related Work

The previous chapter introduced four existing metrics designed to characterize the code-switching behaviour of different data-sets. We demonstrated that, when combined, M-index, I-index, Burstiness, and Memory can successfully capture some key stylistic differences between corpora (though there are also many differences which they are too coarse to pick up on). Using these metrics as our preliminary analytical tools, we turn now to the question: can we identify potential causes of, and thus predict, this code-switching variation?

The question of what kind of ‘higher-level’ variables may influence code-switching style has been the subject of much previous work. Links have been found between speaker characteristics and particular code-switching properties. [16] for instance found the main factors affecting the style of Spanish-English code-switching in New York to be the speaker’s sex, the age the speaker acquired their second language (L2), which language was the speaker’s dominant, and the speaker’s workplace. [17] also showed age and method of L2 acquisition to be key predicting factors of Welsh-English code-switching.

We could additionally consider the effect of the languages themselves and the relationship between them, both from a socio-historical and linguistic point of view. [18] for instance found a language’s status (relative to the other) to affect how it is used and distributed during code-switching. [19] showed that the style of code-switching consisting of the same two languages could vary across different geographical regions due to distinct social contexts: c.f. the ‘Spanglishes’ of Miami, El Paso, Los Angeles, and New York. There also exists work exploring how the domain or setting of a particular speech situation influences its code-switching characteristics and, related to this, how the formality of a situation (which is typically dictated by the speech setting) influences its code-switching.

We focus here on a couple of these ‘higher-level’ variables and thus structure this chapter as follows. We begin with a brief examination of the influence a speakers’ characteristics has on code-switching behaviour: namely, age and gender. The experiments we present in this section are not intended to be ‘complete’ (in the sense of being statistically significant or entirely robust); rather, they serve as a demonstration of the kind of baseline experiments one could run using the metrics introduced in the prior chapter. We then turn to examining the role the ‘formality’ of a data-set has on code-switching behaviour; here, we provide a much more in-depth investigation.

2.2 Age and Gender

We introduced above that there is considered a relationship between code-switching and age: [20] for instance find age to be a key predictor of code-switch style; [17] find a negative correlation between age and code-switching quantity, positing this as an indicator for code-switching becoming more common and socially accepted. The Bangor-Miami corpus – referenced in Chapter 1 – is comprised of a number of informal conversations between Spanish-English bilinguals living in Florida. Unlike many of the other data-sets established in the previous chapter, this corpus is marked-up for age; we thus use this data-set, along with the metrics discussed throughout Chapter 1 to investigate age’s predictive power.

Figure 2.1 presents our analysis. We see that M- and I-index scores seem to slightly decline as age increases; tentatively then (considering the extremely shallow trend lines), the older one is, the less likely they are to code-switch (if these metrics are a proxy for ‘amount’ or ‘richness’). Note that this trend also holds true for Memory and Burstiness metrics, omitted here for lack of space.
Gender has also been shown to affect code-switching behaviour; see [20] or [21]. Additionally to age, the Bangor-Miami corpus contains speaker gender information, as does the Mandarin-English SEAME corpus used throughout Chapter 1. We thus ran baseline experiments on both these data-sets.

Again utilizing M- and I-index, Figure 2.2 shows us that men seemingly code-switch more than women in both corpora. As with our exploration of age, we acknowledge this is incredibly tentative. We also cannot know if these conclusions would generalise, though it it is interesting that the same trend was found across both data-sets here. We thus hope to explore the effects of gender (and age) in more depth and across larger quantities of data during future work, such that we can obtain more valid and reliable results (recall this section’s primary purpose was to illustrate the type of experiment and analysis that can be done given the data and metrics we now have available to us).

As part of this illustration, it is also necessary to point out here the relevance of Chapter 1’s discussion; there are certain stylistic properties of code-switching behaviour that these metrics are too coarse to capture.
When running experiments akin to the above we must be aware of this; it could be the case that, were we to use alternative, more sophisticated metrics to define code-switching style, we would find larger, the effects of gender or age (or other higher-level factors) on code-switching style may be far more (or less) apparent.

2.3 Formality

We turn now to a more focused investigation: what role does formality play in code-switching (note that time constraints prevented us from applying such analysis to any more of the variables introduced in Section 2.1)? And are there universal patterns in formality in code-switched data sets involving different language pairs? In order to answer these questions, we conduct a study into text- and speech-based formality of three multilingual code-switched corpora. Our ultimate goal is to extrapolate our findings to predict the amount of code-switching in an unseen corpus or domain from its level of formality. Domain-level formality in particular would be useful for understanding and anticipating possible formality effects on code-switching in a new domain ahead of any experimentation, particularly for low-resourced languages or language pairs without much data, which is often the case in studies of code-switching.

There are a few reasons why formality is a relevant higher level factor to study in relation to code-switching. Firstly, formality is a characteristic of language production that is universal, so any work done on formality can, in theory, be extended to new language pairs, speech settings, and data sets. In addition, whenever speakers interact with one another, they adopt a specific register or level of formality. Thus, domains can be treated as having an inherent and stable level of formality to an extent, for instance, speech from broadcast news in any language tends to be quite formal whereas telephone conversations between friends tend to be informal.

In addition to this, when it comes to code-switching, we have some intuition about: the kinds of situations in which it is more or less acceptable to code-switch, how in different situations we are likely to code-switch in different ways, and how formality might inform the kind of code-switching we perform. In this way, a focus on formality draws indirectly on speech setting and speaker relationships, which are also possible factors that influence code-switching as a whole.

It is worth noting that formality itself is quite a big topic that has not been covered much in the computational literature, in relation to code-switching or otherwise, making it ideal for a preliminary investigation.

2.3.1 Previous Work

The key question at the heart of our investigation is how to define and measure formality of text or speech. Among the limited existing studies on formality in either medium, there has been slightly more work done on formality of text, in English. According to [22], formality is defined as “avoidance of ambiguity by minimising the context-dependence and fuzziness of expressions. This is achieved by explicit and precise description of the elements of the context needed to disambiguate the expression. A formal style is characterised by detachment, accuracy, rigidity, and heaviness; an informal style is more flexible, direct, implicit, and involved, but less informative”. In other words, formal language avoids ambiguity by including the information about the context that would disambiguate the expression into the expression itself. Formal language explicitly states the necessary references, assumptions, and background knowledge which would have remained tacit in an informal expression of the same meaning (22). As a result, formal language is more context-independent and structurally complex than informal language. Note that we keep in line with Heylighen and Dewaele and treat formality as a relational attribute of language: an expression can be more or less formal compared to another expression, but no expression can be absolutely formal or absolutely informal.

An empirical measure of these features of formality, the F-score is also provided by Heylighen and Dewaele in their 1999 paper and is the metric that we use throughout our investigation for text. The F-score metric is based on the distribution of part of speech categories within a corpus or conversation, as certain parts of speech lend themselves to more precise and unambiguous language, whereas others are needed to produce more implicit and involved language. The former class of parts of speech includes nouns, adjectives, prepositions, and articles, while the latter includes verbs, adverbs, pronouns, and interjections. This leads us to the following simple formula for calculating the F-score on a textual corpus:

$$F\text{-score} = (\text{noun frequency} + \text{adjective freq.} + \text{preposition freq.} + \text{article freq.} - \text{pronoun freq.} - \text{verb freq.} - \text{adverb freq.} - \text{interjection freq.} + 100)/2$$

The frequencies in the above formula refer to percentages of the number of words belonging to a particular part of speech category with respect to the total number of words in the corpus under investigation. The F-score can then vary between 0% and 100%, with more formal corpora getting higher F-score percentages. Note that it is not meaningful for a corpus to have an F-score or exactly 0% or 100%.

F-score here is referring to the level of formality, a higher score means more formal.
Heylighen and Dewaele showed that their metric of formality is both applicable to and reliable in languages other than English, including French, Italian, and Dutch. We aim to extend this text-based metric to Mandarin, Spanish, and Scottish Gaelic in this work.

In addition to formality of text, there have also been a couple of previous studies on measuring the formality of speech. [23] investigated the phonetic profile of formal and informal Korean speech registers, and [24] examined acoustic properties of formality in conversational Japanese. These authors collectively found that acoustic features including speaking rate, pitch, and loudness were indicative of different levels of spoken formality. The common theme between these papers is the variation in the features considered, rather than their absolute values, where greater variation in any one feature is linked to less formal conversations. In this work, we follow up on two of these indicative features of speech formality: variation in speaking rate and variation in pitch throughout a conversation.

### 2.3.2 Corpora

As alluded to previously, our investigation involves explorations of corpora in Mandarin, Spanish, and Scottish Gaelic. The multilingual code-switched corpora we examine are the SEAME Chinese-English corpus, the Bangor Miami Spanish-English corpus, and the Clil Gaelic-English corpus respectively. These consist of interview-based and conversational data where speakers code-switch on occasion. We work most deeply on the first two of these corpora.

For the purposes of baselining, we also make use of a number of monolingual corpora. These include: The Switchboard Dialogue Act Corpus, [English Broadcast News transcripts](#), [English Television transcripts](#), an informal telephone conversation corpus provided by Peter Bell at the University of Edinburgh, proceedings of the US Supreme Court from the [SigmaLaw Large Legal Text Corpus](#), [CABank English CallHome Corpus](#), [CABank Spanish CallHome Corpus](#), [Multilingual TEDx talks in English and Spanish](#), [The Multitarget TED Talks Task](#) in English and Mandarin, and [TDT4 Multilingual Broadcast News in English and Mandarin](#).

### 2.3.3 Investigating Formality in Text

#### Method

Throughout this work, we assume that a conversation or corpus has an established level of formality, which can be measured effectively on its monolingual segments. This established level of formality can then be used to analyse the formality of the code-switched segments of the corpus. We incorporated this assumption into our workflow for text-based formality. We first separated our data into monolingual and code-switched portions, then performed part of speech tagging on those subsets of the data. For Mandarin, Spanish, and English, we used an off the shelf library, spacy, to get part of speech tags for the SEAME and Bangor Miami corpora. For Scottish Gaelic in particular, we used a specialised tagger that was kindly made available to us by Will Lamb’s Gaelic research group at the University of Edinburgh. Following tagging, we simply computed the F-score according to its formula.
Experiments

We began with a number of baselining experiments, on the monolingual corpora previously mentioned, in order to calibrate the F-score metric on monolingual corpora of known formality.

As in Figure 2.3, we found that informal corpora, such as the Switchboard corpus, had F-scores of about 40% and that more formal corpora, such as broadcast news and US Supreme Court proceedings, had F-scores of about 70%. We also found that within the Switchboard corpus, random subsets of the corpus had consistently similar scores, and that within the Call Home corpus, both Spanish and English monolingual transcripts had similar scores, despite being in different languages. This was also true for Mandarin and English within a multilingual broadcast news corpus.

We also did baseline experiments on multilingual TED Talks transcripts, and found some interesting observations, which come up again in our experiments on the code-switched corpora in the following section. With the Spanish-English TED Talks, the talks were originally given in Spanish and later manually translated into English. In this case, while the F-score in either language is similar to the other, Spanish consistently has a higher score, which may have something to do with the syntax of the language compared to English. We observed a similar effect but in the opposite direction with the Mandarin-English TED Talks.

Overall, from our baseline experiments, we found that the F-score metric seems to work reasonably well across the different languages we are investigating and across different levels of formality. We estimated that the lower bound for informal scores is around 30% and the higher bound for formal scores is around 80%.

To complete our calibration of the F-score metric, we computed F-score on our chosen code-switching corpora. Specifically, we wanted to see whether the F-score would be consistent before and after automatic translation of the monolingual segments of the data. We found some interesting patterns in what happens when we start with monolingual Spanish, translate to English, and then back to Spanish, and vice versa (see Figures 2.4 and 2.5). As was the case with our baselining experiments, identical English data has a lower F-score than its corresponding Spanish data, and back-translation to Spanish actually increases the F-score compared to the original value. This effect is visible in the opposite direction as well, with back-translation to English also increasing the F-score compared to the original value.

There are a couple of different effects at play here. One explanation for these observations is that the F-score has some inherent language-dependence due to the differences in the natural distributions of parts of speech in different languages with differing syntax. Spanish might use more articles to express the same meaning as in English, resulting in a higher F-score in Spanish than English, for instance. Another effect at play, however, seems to be that of machine translation alone, where automatic back-translation seems to alter syntax to a significant enough level that then indirectly affects formality measurement via F-score.

Figure 2.4: F-scores from translating monolingual portions of the Bangor Miami data from Spanish to English before back-translation to Spanish.

2Note that in this section of the paper, we report results only for the Bangor-Miami Spanish-English corpus.

3Note that we observed a similar effect on the F-score when looking at the SEAME Mandarin-English data, where identical Mandarin data had lower scores compared to corresponding English data.
Overall, in addition to seeing that F-score works reasonably well, we get a sense of how it may depend on certain language-specific properties. Furthermore, F-score should be normalized per language.

Having established that F-score works on monolingual data, we next tested and found that it also works on code-switched data across all three of our corpora, as all of the resulting F-scores in Figure 2.6 are on the informal side, matching our prior knowledge and expectations.

Upon translation of the code-switched data into fully Spanish sentences and fully English sentences (see Figure 2.7), we observed similar effects on the F-score as we did with monolingual data. Note that these translation results generalise to code-switched data in the SEAME and Clil corpora.

Next, we take a closer look at the distribution of part of speech categories across the code-switched sentences in the Bangor Miami corpus, since these are what feed directly into the formality scores. Interestingly, as in Figure 2.8, we get different proportions of the parts of speech when we translate the code-switched sentences into monolingual Spanish versus English, with more of the parts of speech that are associated with formality in Spanish. The reverse is true when we look at the English portions of the code-switched sentences compared to the Spanish portions of the same, which gives us some insight into which parts of speech are favoured for code-switching into either language.

Further interesting translation results are visible when considering the monolingual sentences, as we can see the effect that automatic translation has on the distribution of parts of speech, and thus on the formality metric. In Figure 2.9, translations to English seem to increase verbs and interjections, while translations to Spanish seem to increase nouns and articles and decrease pronouns. This has an effect on the formality scores and explains those results, since verbs, interjections, and pronouns are more informal parts of speech, while nouns and articles are more formal parts of speech.

After looking at the formality metric at the corpus level, we went one level of abstraction lower and considered the conversation level. In Figure 2.10 the fact that there is no correlation at the conversation level between the formality of English and Spanish is interesting, in the sense that it seems we can’t think of a conversation as having an inherent formality level that is independent of the language being spoken. However, we thought that this could simply be due to statistical noise dominating the measure at the level of individual conversations, and a follow up ANOVA analysis at the sentence level showed that this was indeed the case, providing support for our initial assumption about fixed formality. We also found that F-score does not work well on shorter sections of text or at a very granular level.

Another clearly evident pattern in Figure 2.10 is that the variance in formality levels between conversations is quite markedly higher for Spanish than English. We are not sure exactly why this happens in this corpus, but it could be that the Spanish speech is reflecting the true formality level of the conversation, with English being employed by speakers for a limited range of topics, with less variation in formality. Further investigation involving topic analysis of code-switching and how it relates to formality is a good direction for future work.
Figure 2.6: F-scores of SEAME, Bangor Miami, and Clil code-switching corpora

Figure 2.7: F-scores from translating code-switched Bangor Miami data into monolingual data
Figure 2.8: Part of speech distributions across code-switched sentences in the Bangor Miami corpus

Figure 2.9: Part of speech distributions across monolingual sentences and their translations in the Bangor Miami corpus
2.3.4 Investigating Formality in Speech

Method

Having carried out the text-based side of our investigation, we pivot back to the acoustic side, starting with the experimental setup. For speech-based formality, our workflow involved computing speaking rate and pitch at the utterance level in each conversation in the corpus, separated by speaker, and normalising to a 0-1 scale, before computing the variance in each feature across the corpus.

Experiments

As with the text-based metric, we began the speech-based experiments by performing calibration on monolingual corpora of known formality. Our baselining experiments confirmed that greater variance in speaking rate and pitch do indeed correspond to more informal speech corpora in general (see Figure 2.11). One slight exception in Figure 2.11 is the Call Home corpus in English, whose variance is lower than expected.

Figure 2.10: Comparing F-scores between monolingual English versus monolingual Spanish sentences by conversation in the Bangor Miami corpus

Figure 2.11: Calibrating variance of acoustic features on monolingual corpora of known formality
After calculating variance in speaking rate and pitch across our code-switching corpora, we aligned these results with the text-based F-scores, and combined the scores to create an informality ranking, where a greater ranking score corresponds to more informality. We chose to combine these because we think the text-based F-score encodes information that is complementary to and independent from speech-based acoustic scores, and we hypothesised that combining the two modalities would help provide a more complete characterisation of formality, which could more reliably be used to investigate relationships with code-switching for later prediction.

As a starting point for our ultimate goal of predicting propensity to code-switch within a corpus based on its formality, we investigated whether there was any correlation between the overall formality of a corpus and the amount of code-switching present, according to known metrics for measuring amount of code-switching. We particularly focused on the m-index metric. This is a token counting metric where a lower bound of 0 indicates pure monolingual speech, an upper bound of 1 indicates perfectly balanced bilingual speech, and any intermediate value indicates code-switching. Note that the following results generalise fairly well across other code-switching metrics, such as i-index, burstiness, and memory, as well.

As in Figure 2.12, we found a positive correlation between how informal the Bangor Miami corpus is and how much code-switching is present in the same corpus. Although the correlation is quite weak, it is statistically significant \( p\text{-value} = 2.048\times10^{-12} \). Given its statistical significance, the weak correlation might be a result of the ranking system we used, and so we plan to retry this analysis with the raw scores for text- and speech-based formality. We also think that it could be fruitful to try multivariate logistic regression here, with features other than formality, as it could be that formality does influence the amount of code-switching, but only when interacting with other features, such as topic or speech setting. While we are not absolutely sure to what extent formality and code-switching are dependent on each other, we do at a very basic level see what we expect, which is promising. We would like to note that we have found this correlation on only the Bangor Miami corpus so far, and that there can be noise even at the corpus level, so one direction for future work that we are pursuing is to do similar correlation analysis across more corpora, both Spanish-English corpora, and other language pairs, across other domains from which we can integrate other features. Overall, this finding acts as a good starting point for further refinement of formality metrics, and provides some insight into which methods of measuring code-switching align well with measuring formality.

### 2.3.5 Formality Takeaways

Overall, the key takeaways from this chapter are:

---

\footnote{Note that we omit conversations where speaking rate variance was either 0 or 0.5 due to there being only one or two utterances, and where conversations did not have pitch measurements. The maria18 conversation is not present in the combined ranking. Also note that we found starkly different orderings of formality between text scores and acoustic scores, i.e. acoustic features don’t align with text based features. Only 3 out of 56 conversations have similar ranking positions between text order and acoustic order.}
• Text-based F-score works fairly well on monolingual and code-switched data; however, it is not perfect due to slight language dependency.

• Speech-based variance score works in general too, but the weak correlation we found between overall (in)formality and code-switching suggests that there is room to further refine speech-based formality as well.

• Formality is best measured on large corpora, as F-score in particular is most reliable and stable at the corpus level.

• Slightly separate from our core findings are the automatic translation effects on syntax that we observed, which are worth keeping in mind when working with multilingual data in general.

2.4 Overall Conclusions

To summarize this chapter, we tentatively suggest age and gender can influence code-switching style, though we acknowledge that we do not investigate enough data-sets, nor are the differences significant enough, for this to be reliable. We also consider formality and here too find some evidence for it being a factor that can influence code-switching behaviour. However, we note the limitations of current formality metrics – including language dependency – thus paralleling Chapter 1’s discussion of the pitfalls of existing code-switching metrics.

We would like to continue to explore the relationship between age, gender, formality and code-switching behaviour, as well as begin to consider the effects of other higher-level variables like those mentioned in Section 2.1. How does topic interact with formality and how does this affect code-switching style? What about the languages themselves? We hypothesize that the socio-political relationship between the languages, and their historical context, could be a particularly fruitful avenue to explore.

When conducting these types of experiments, we must also ensure we keep Chapter 1’s discussion in mind. The current ‘code-switching style’ metrics we are utilizing as our analytic tools may be too coarse to pick up on certain stylistic differences. Our future workflow must thus be iterative. In response to Chapter 1’s findings, we aim to propose and test out alternative characterizing metrics. In turn, we can repeat (and run novel) experiments akin to those discussed in this chapter, utilizing these updated metrics.

Finally, to end Part 1, we hope that in the near future we will be able to utilize and integrate some of these findings into the actual building of ASR systems, thus making these insights and their utility more tangible.
Part II

Synthetic Code-Switching Text Generation
Building robust language models for code-switched tasks poses several challenges, largely due to the lack of available resources of code-switched text. In this section, we address two major properties inherent to code-switched data and research directions they support: (i) the lack of code-switching textual data and (ii) the diversity in code-switching across different languages and domains.

Getting access to large amounts of textual code-switch data: This is a challenging problem as textual code-switched data comes from real-world conversations, social media discussion, or other sources where privacy is a concern. Compared to monolingual or bilingual datasets, code-switched datasets are relatively scarce. While some code-switched corpora exist, they may be small in size, domain-specific, or focused on particular language pairs or communities. Accessing a diverse range of code-switched data that covers multiple languages and contexts can be a challenge. There is a concern in bias and representation since code-switched data availability can vary across languages and communities. Certain language pairs or communities may be underrepresented in the available datasets, leading to potential biases in the models trained on such data.

Structurally complex; large diversity in how code-switching manifests: Code-switching can occur at different linguistic levels, ranging from individual words or phrases to entire sentences or conversations. Moreover, the switching patterns can vary widely. Some individuals may predominantly insert single words from one language into another, while others may switch at the sentence level or mix languages within a single sentence. Modeling and understanding these diverse switching patterns require flexible language models capable of handling various code-switching phenomena. Sentence structure in code-switched sentences is complex due to the combination of multiple languages. Each language may have its own syntactic rules, word orders, and grammatical features. As a result, code-switched text may exhibit non-standard or hybrid sentence structures, making it challenging for language models to parse and generate accurate code-switched sentences. Code-switching is influenced by sociolinguistic factors, such as social context, formality, speaker identity, and language proficiency [25]. The choice to code-switch can vary depending on the situation, relationship between speakers, or even power dynamics. Capturing these sociolinguistic nuances and incorporating them into language models is crucial for generating code-switched text that reflects the appropriate social and cultural context.

Both these aspects of code-switching highlight a paradox specific to code-switching in that there are scarce resources for code-switching, but its inherent diversity demands more data. Techniques to synthetically generate code-switched text could help alleviate this challenge.

We aim to synthetically generate code-switched text using the following three methods:

- Using linguistic theories to guide text generation;
- Creating parallel text with little real code-switched text;
- Deploying pre-trained models on monolingual text
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Linguistic Theory Based Code-Switching Text Generation and its Practicality in Speech Recognition

Amir Hussein, Shammur Absar Chowdhury, Ahmed Ali, Sanjeev Khudanpur

Abstract

The pervasiveness of intra-utterance code-switching (CS) in spoken content requires that speech recognition (ASR) systems handle mixed language. Designing a CS-ASR system has many challenges, mainly due to data scarcity, grammatical structure complexity, and domain mismatch. The most common method for addressing CS is to train an ASR system with the available transcribed CS speech, along with monolingual data. In this work, we propose a zero-shot learning methodology for CS-ASR by augmenting the monolingual data with artificially generating CS text. We based our approach on random lexical replacements and Equivalence Constraint (EC) while exploiting aligned translation pairs to generate random and grammatically valid CS content. Our empirical results show a 65.5% relative reduction in language model perplexity, and 7.7% in ASR WER on two ecologically valid CS test sets. The human evaluation of the generated text using EC suggests that more than 80% is of adequate quality.

3.1 Introduction

Code-switching (CS) is a prevalent phenomenon in multi-cultural and multi-lingual societies due to the advent of globalization and as a remnant of colonialism. CS, wherein speakers alter between two or more languages during spoken discourse, is now receiving the attention of automatic speech recognition (ASR) researchers, making them address and model mixed-language input to ASR systems. Efforts have been made to design CS-ASR for a variety of language pairs, including Mandarin-English [26], Hindi-English [27], French-Arabic [28], Arabic-English [29, 30] and English-French-dialectal Arabic [31]. Some studies also discuss the complexities of, and the need for, CS ASR between dialects of a language [32]. Despite the aforementioned efforts, CS ASR still faces challenges due to the scarcity of transcribed resources, with skewed coverage of languages, dialects and domain mismatch.

We propose to augment the monolingual text with artificially generated CS data to reduce the effect of the domain mismatch and the data scarcity in ASR. In our experiments, we choose the Arabic language which is a morphologically complex language with more than 20 mutually-incomprehensible dialects, with modern standard Arabic (MSA) being the only standardized form [33]. The proposed methods should be generalized to other languages, e.g. Chinese dialects and Mandarin, subject to the availability of the corresponding monolingual resources.

There have been attempts to explain the grammatical constraints on CS based on Embedded-Matrix theory [34], Equivalence Constraint [35] and Functional Head Constraint [36]. In [37], authors proposed creation of grammatically valid artificial CS data based on the Equivalence Constraint Theory (EC), since it explains a range of interesting CS patterns beyond lexical substitution and is suitable for computational modeling. On the other hand, [38] proposed to model CS with a sequence-to-sequence recurrent neural network (RNN) with attention, which learns when to switch between and copy words from parallel sentences. In [39] researchers proposed generating multi-lingual CS data using mBert alignments with random replacements and then fine-tuning mBert on that data. The proposed approach showed significant improvements in five classification NLP
tasks. Although the aforementioned approaches for CS text augmentation provided substantial improvements in downstream NLP tasks, it is not clear if they will help in speech recognition.

In this work, we investigate the effectiveness of different CS text generation approaches to improve ASR performance in a zero-shot learning scenario. To mitigate the bias to a specific domain during the evaluation, we collect multi-dialectal Arabic-English CS test sets from different domains (Sports, Education, and Interviews) and different dialects (Levantine, Egyptian, Gulf, and Moroccan). In this study, we consider linguistic-based (Equivalence constraint) and lexicon-based (Random) CS generation approaches to answer the following two research questions in the context of ASR performance: 1) Is the knowledge of the number of switching points important? 2) Does linguistically motivated CS generation provides improvement over random lexical replacements? In addition, we propose a morphologically enhanced pipeline to generate realistic dialectal Arabic-English CS text. First, we build parallel data by translating original Arabic content into English. Later, we generate the CS content by mixing the pair of parallel sentences guided by the data alignments and different sampling techniques. Our method can be applied without the need for any CS speech data.

The Arabic language is a morphologically complex language with a high degree of affixation and derivation – it is very challenging to obtain accurate alignments with the corresponding English translation. Thus, we propose to segment the Arabic text into morphemes. The segmentation allows aligning single morphemes with their English translations. We evaluate the well-formed and acceptable generated sentences through subjective evaluation. We compare the mean opinion score (MOS) of the generated text data with ecological transcribed CS speech data, showing majority of the generated utterance are acceptable according to human judgements. The key contributions of this chapter are:

- Create the largest parallel multi-dialectal conversational Arabic-English text corpus.
- Develop a novel pipeline for generating Arabic-English CS text.
- Analyze human evaluation of the generated Arabic-English CS sentences.
- Evaluate the efficacy of the generated dialectal Arabic-English CS data in language modeling and ASR.

3.2 Generating Code-Switched Language

We begin by describing the proposed approach for generating synthetic Arabic-English CS based on EC theory.

3.2.1 Equivalence Constraint Theory

In EC theory, both languages S1 and S2 are defined by context-free grammars G1 and G2. Every non-terminal category c1 in G1 has a corresponding non-terminal category c2 in G2, and every terminal word w1 in G1 has a corresponding terminal word w2 in G2. These assumptions imply that intra-sentential code-mixing can only occur at places where the surface structures of two languages map onto each other, hence implicitly following the grammatical rules of both languages. In this work, we build our approach on top of the EC implementation in the GCM toolkit.

Figure 3.1: Illustration of the proposed Arabic-English CS generation pipeline.

3.2.2 Code-switching Text Generation

The input to the generation pipeline is a pair of parallel sentences S1 and S2, along with the word alignments. The S1 and S2 in our experiments are the English and Arabic languages respectively. The proposed CS generation pipeline includes four major components (also shown in Figure 3.1): 1

---

1A single word could represent multiple tokens. For example, the Arabic segment "وسيط في دولهم" ("And they will plant it in their fields") map the first Arabic word to five English tokens, the last word represent the last two. Such 1-to-n mapping makes it difficult to build natural CS data.

2https://github.com/microsoft/CodeMixed-Text-Generator
1. **Parallel text translation:** We generate the parallel English text from the Arabic transcription using a public Machine Translation System. The system is built on transformer-based seq2seq model implemented in OpenNMT. The Neural translation system is capable of translating Modern Standard Arabic as well as dialectal content. It was fine-tuned on a large collection of coarse and fine-grained city-level dialectal data from diverse genres, such as media, chat, religion and travel with varying level of dialects. Such richness of the system makes it suitable for our task.

2. **Aligning the two sentences:** To generate word level alignments between the two sentences we use “fast-align” and multilingual Bert (mBert). Arabic is agglutinative and morphologically complex language which is difficult to align with Romance and Germanic languages including English. To overcome this challenge, we segmented Arabic words into their stem, prefix(es) and affix(es) using the Farasa segmentation. Segmentation has proven to be beneficial in reducing alignment complexity and improving tasks such as Machine Translation. Figure 3.3a illustrates a complex alignment with several 1-to-many alignments. After using segmentation in Figure 3.3b such cases largely disappear. Further, the segmentation allows resolving complex constructions that are caused by word re-ordering like “” that is aligned with “her opinion” in the reverse order; as well as making it easy to resolve co-references such as “” that is mapped to both “she” and “her”.

3. **Generating the Parse:** We use Stanford Parser to generate a sentence level constituent parse tree for one of the source languages. Specifically, we parse the English sentence and use the alignments to generate the equivalent parse tree for the Arabic sentence.

4. **CS text Generation:** We generate CS text using two approaches: a) random lexical replacements using the alignments from step (2) and b) applying EC theory to generate Arabic-English CS text. To examine the effect of changing the percentage of substitutions in the sentence with lexical replacements, we used development set from QASR dataset which contains around 16 hours of CS. Figure 3.2 shows that minimum perplexity (PPL) is found to be in the flattened part 5%-30%, hence to avoid overfitting, the code switching percentage is selected from around the middle (20%). As for the EC-based CS generation, the high level steps are described as follow:

   (a) Replace every word in the Arabic parse tree with its English equivalent.

   (b) Re-order the child nodes of each internal node in the Arabic tree such that their right-to-left order is similar to the original Arabic language.

   (c) In case of deviation between grammatical structures of the two languages then:

      i. Replace unaligned English words for any Arabic words with empty strings.

      ii. Collapse contiguous word sequences in English, aligned with same Arabic word(s), to a single multi-word node.

      iii. Flatten the entire sub-tree, between the above-collapsed nodes and their closest common ancestor, to accommodate the difference.

---

Figure 3.2: The perplexity of 3-gram model using generated code-switching text with random lexical replacement and different code mixing percentages.

---

3API access available from [https://mt.qcri.org/api](https://mt.qcri.org/api)
3.2.3 Improved Naturalness through Sampling

In order to generate more natural code-switching (CS) sentences, we experiment with two sampling methods: random sampling and Switch Point Fraction (SPF) sampling. For random sampling, we arbitrarily pick a number of CS sentences from the generated data. For SPF sampling, we estimate the distribution of the number of switch points in a sentence based on empirical observations mentioned in [31, 48] and then we rank the generated CS sentences based on that distribution. We impose the following two constraints to make the generated data more acceptable to a bilingual speaker: 1) the sentence should start with an Arabic word, and 2) the number of English words should not exceed 45% of the total words in a sentence.

3.3 Corpora for Training and Evaluation

For empirical analysis of the proposed method, we trained the language models and speech recognition systems. We use several monolingual Arabic and English datasets.

3.3.1 Monolingual Data Sets

**MSA and Dialectal Arabic speech data:** We use MSA and multidialectal training data collected from QASR [48], GALE [49], MGB3 [50], MGB5 [51], and an internal 156h Kanari multi-dialectal dataset.

**English:** To incorporate a variety of English data, we use the TEDLIUM training set and a subset of 300h of SPGISpeech datasets.

3.3.2 Evaluation Code-Switching Data Sets

For comprehensive model evaluation, we use three evaluation sets: monolingual Arabic with multiple dialects (MSA, Egyptian, Gulf, Levantine, North Africa), monolingual English, and two Arabic-English code-switching (CS) sets (ESCWA and Kanari multi-dialectal internally collected data).

1. **Validation set:** for performance evaluation on diverse English and Arabic data, we combine MGB3-test 2h, QASR-test 2h, SPGI-test 1h, and Tedlium3-test 1h.

2. **ESCWA-CS [29]:** 2.8h of speech CS data collected over two days of United Nations meetings.

3. **Kanari-CS:** 4.8h of CS data from Levantine, Egyptian, Gulf and Moroccan dialects.

Table 3.1: Mean Opinion Score (MOS) rating scale.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Labels</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Very Strange</td>
<td>The sentence is never going to be used</td>
</tr>
<tr>
<td></td>
<td></td>
<td>by a human speaker</td>
</tr>
<tr>
<td>2</td>
<td>Strange</td>
<td>The sentence is unlikely to be used</td>
</tr>
<tr>
<td></td>
<td></td>
<td>by a human speaker</td>
</tr>
<tr>
<td>3</td>
<td>Not very Natural</td>
<td>The sentence is probably not very natural but can be used by human speaker</td>
</tr>
<tr>
<td>4</td>
<td>Quite Natural</td>
<td>The sentence can be used by human speaker</td>
</tr>
<tr>
<td>5</td>
<td>Perfectly Natural</td>
<td>The sentence is definitely used by human speaker</td>
</tr>
</tbody>
</table>

---

4For code-switching augmentation, we use Arabic monolingual data.
5https://openslr.magicdatatech.com/51/
6https://datasets.kensho.com/datasets/spgispeech
7https://arabicspeech.org/escwa
3.4 Evaluation of Model Performance

We perform objective and subjective evaluations of the quality of the generated CS text. For objective evaluation, we measure the efficacy of the data in language modeling and speech recognition. For subjective evaluation, we asked bilingual annotators to rate the naturalness/acceptability of the utterances.

3.4.1 Language Modeling Evaluation

We assess the quality of the generated text and its efficacy in handling CS in language modeling (LM) for both \( n \)-gram and neural LMs. We build a standard trigram LM using Kneser-Ney smoothing using SRILM toolkit \[52\]. Moreover, we train Long short-term memory (LSTM) with 4 layers, 1,024 output units and Stochastic gradient descent (SGD) using ESPNet toolkit \[53\] for 20 epoch.

3.4.2 Speech Recognition Evaluation

Our ASR system uses a hybrid HMM-DNN ASR architecture based on the weighted finite-state transducers (WFSTs) outlined in \[54\]. The training, development, and testing are the same as the Arabic MGB-2 \[55\] and the English TED-LIUM3 \[56\] tasks. For the hybrid ASR, we trained a Time Delay Neural Network (TDNN) \[57\] using sequence discriminative training with the LF-MMI objective \[58\] with the alignments from a context-dependent Gaussian mixture model-hidden Markov model (GMM-HMM). The input to the TDNN is composed of 40-dimensional high-resolution MFCC extracted from 25 ms frames and 10 ms shift along with 100-dimensional i-vectors computed from 1,500 ms. Five consecutive MFCC vectors and the chunk i-vector are concatenated, forming a 300-dimensional features vector for each frame. We propose a multilingual architecture that merges all graphemes from multiple languages, keeping the language identity at the grapheme level. A multilingual \( n \)-gram language model is learned over the transcription for all the languages along with the augmented data.

3.4.3 Human Evaluation

For quality assessment of the generated CS data in terms of naturalness, we designed several crowdsourcing tasks using Amazon Mechanical Turk (MTurk) \[8\]. The tasks aim to rate the utterances’ acceptability in terms of the five quality categories (1-5) (see Table 3.1). We consider the green 3+ categories as acceptable sentences by annotators. The crowdsourcing task is performed using 3 sets: (1) 1K Generated CS data \[9\]; (2) \( \approx 900 \) CS data, generated by random lexical replacements; and (3) \( \approx 1.9K \) utterances from Kanari-CS evaluation dataset containing natural CS. For each task, we collected 3 judgements per utterances \[10\]. To ensure the reliability of the annotator, they have to pass an assessment test with a minimum of 80% score. The qualifying task includes answering a series of multiple-choice questions - designed by experts to reflect the annotators’ language proficiency and understanding of the questions. A total of 32 annotators participated in the evaluation. We deliberately put constraints, in the experimental design, such that each evaluator can not annotate more than 15% of the utterance from each data set. This ensures that there is no implicit bias encoded in the decision that can influence the reported results. Using the three judgements, per utterance, we then calculated the mean opinion score (MOS) by averaging the judgment scores.

3.5 Empirical Results and Discussion

3.5.1 Objective Evaluation:

The perplexity (PPL) of the \( n \)-grams and RNNLM are presented in Table 3.2 and WER for the hybrid ASR with \( n \)-gram LM is reported in Table 3.3. For the \( n \)-grams, we observe a significant drop in PPL (18.6% and 22% on Kanari and ESCWA data sets respectively) when adding multi-dialectal parallel Arabic-English (Mono) text to the LM training. Adding synthetic CS based on word level alignments with equivalence constraint and random sampling improves the PPL further by 3.1%-3.5% in relative gain. Using Farasa segmentation with switching point factor (SPF) improves the PPL by 4%-7% compared to word level alignment, and by 2.5% compared to random sampling. The best PPL is achieved with Farasa segmentation and random lexical replacements with an overall relative gain of 55.5% and 65.5% on Kanari and ESCWA respectively compared to the baseline.

For the RNNLMs with fixed BPE tokenizer of size 1k, we observe a significant reduction in PPL with respect to the monolingual LM (Baselines and Mono) after adding the augmented CS data. This shows that the model is benefiting more from the (synthetic) CS data than increasing the size of monolingual training data.
This behavior can be attributed to the fact that subword-based LM can deal with out-of-vocabulary word and segmentation problems more effectively than a word-based n-gram model, thus reducing these factors’ influence on the PPL changes. One can notice that the difference is negligible in PPL between EC-based CS generation techniques (random and SPF). This observation is aligned with the n-grams LM results. Finally, random lexical replacements perform significantly better than the EC-based approach.

A similar pattern can be observed from the HMM-TDNN performance with LM re-scoring. Table [3.3] presents the WER on two different test sets in the three experimental settings. However, WER results indicate that using SPF sampling provides almost no improvements over random sampling. The maximum improvement in WER is obtained with Farasa segmentation and random lexical replacements with a relative gain of 7.7% and 4% compared to the baseline. We test the significance in the WER improvements using Matched-Pair Sentence Segment Word Error (MAPSSWE) introduced by [29], with a significance level of p=5%. We found that the highest p-value is 0.002% as shown in Table [3.4] which is lower than the specified significance level 5%. Hence, we reject the null hypothesis and conclude that there is sufficient evidence that the differences in the results are statistically significant.

Table 3.2: Perplexity for n-gram and RNLM on Kanari and ESCWA test sets. MGB2+Tedlium3 transcription (Baseline), collected Arabic English parallel text (Mono); Fast Align (FA); Equivalence Constraint (EC); Lexical Replacements (LR); Switch Point Fraction (SPF); random sampling with word alignment (Random); random sampling with Farasa segmentation alignment (Farasa+Random).

<table>
<thead>
<tr>
<th>LM Data</th>
<th>n-gram</th>
<th>LSTM</th>
<th>#Tokens</th>
<th>Perplexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>4.386</td>
<td>56</td>
<td>5.955</td>
<td>113</td>
</tr>
<tr>
<td>baseline+mono</td>
<td>4.318</td>
<td>56</td>
<td>4.412</td>
<td>46</td>
</tr>
<tr>
<td>baseline+mono+CS</td>
<td>4.206</td>
<td>47</td>
<td>3.379</td>
<td>46</td>
</tr>
<tr>
<td>baseline+mono+CS</td>
<td>4.102</td>
<td>51</td>
<td>4.212</td>
<td>50</td>
</tr>
<tr>
<td>baseline+mono+CS</td>
<td>3.995</td>
<td>53.8</td>
<td>4.292</td>
<td>54</td>
</tr>
<tr>
<td>baseline+mono+CS</td>
<td>4.036</td>
<td>59</td>
<td>4.266</td>
<td>58</td>
</tr>
<tr>
<td>baseline+mono+CS</td>
<td>3.998</td>
<td>43</td>
<td>3.302</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 3.3: WER with insertions: ins, deletions: del and substitutions: sub on Kanari and Escwa test sets. MGB2+Tedlium3 transcription (Baseline), (Mono); collected Arabic English parallel text; Fast Align (FA); Lexical Replacements (LR); Equivalence Constraint (EC); Switch Point Fraction (SPF); random sampling with word alignment (Random); random sampling with Farasa segmentation alignment (Farasa+Random).

<table>
<thead>
<tr>
<th>Hybrid ASR</th>
<th>Kanari</th>
<th>ESCWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>59.30%</td>
<td>58.98</td>
</tr>
<tr>
<td>baseline+mono</td>
<td>56.28%</td>
<td>56.07</td>
</tr>
<tr>
<td>baseline+mono+CS</td>
<td>55.82%</td>
<td>55.68</td>
</tr>
<tr>
<td>baseline+mono+CS</td>
<td>55.81%</td>
<td>55.68</td>
</tr>
<tr>
<td>baseline+mono+CS+LR</td>
<td>55.59%</td>
<td>55.46</td>
</tr>
<tr>
<td>baseline+mono+CS+LR</td>
<td>55.83%</td>
<td>55.69</td>
</tr>
<tr>
<td>baseline+mono+CS+LR</td>
<td>55.59%</td>
<td>55.46</td>
</tr>
</tbody>
</table>

Table 3.4: MAPSSWE p-values between the baseline (B), baseline+mono (B+M), and baseline+Mono+CS with lexical replacements (B+M+LR) on Kanari and Escwa sets

<table>
<thead>
<tr>
<th>MOS</th>
<th>ESCWA</th>
<th>Kanari</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>B</td>
<td>B+M</td>
<td>B+M</td>
</tr>
<tr>
<td>B</td>
<td>&lt; 0.001</td>
<td>-</td>
</tr>
<tr>
<td>B</td>
<td>&lt; 0.002</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>B</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>B+M</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

Table 3.5: Reported percentage of human judgement scores data falls under the MOS value range for the human-transcribed CS data (Kanari-CS), generated CS data using Equivalence Constrain (EC:SPF) and random lexical replacement (RLR). The x <= * < y represent the MOS value range.

<table>
<thead>
<tr>
<th>MOS</th>
<th>EC:SPF (# 1,170)</th>
<th>RLR (# 900)</th>
<th>Kanari-CS (# 1,921)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &lt;= * &lt; 2</td>
<td>1.20%</td>
<td>16.15%</td>
<td>25.8%</td>
</tr>
<tr>
<td>2 &lt;= * &lt; 3</td>
<td>14.96%</td>
<td>64.89%</td>
<td>37.74%</td>
</tr>
<tr>
<td>3 &lt;= * &lt; 4</td>
<td>64.36%</td>
<td>83.85%</td>
<td>58.04%</td>
</tr>
<tr>
<td>4 &lt;= * &lt;= 5</td>
<td>29.49%</td>
<td>3.22%</td>
<td>14.37%</td>
</tr>
</tbody>
</table>
3.5.2 Subjective Evaluation:

The percentage of average judgment scores for each quality category are presented in Table 3.5. From MOS, we observe that \( \approx 84\% \) of the generated data with equivalence constraint and switch point factor is acceptable, while a random replacement is only 25\% acceptable to human judges. Hence, reflecting the importance of the proposed pipeline for enriching CS data. Our result also suggests that generated CS data is cleaner than natural CS transcription, which contains overlapping speech, disfluency, and repetition among others. On the other hand, even though random replacement is less acceptable by humans, it helps the LM/ASR to see and learn more about CS as an effective augmentation technique. We further discuss this in the following Section.

3.5.3 Key Observations and Discussion

Both LM, and ASR with LM re-scoring results suggest that random lexical replacements provide the best performance on code-switching (CS) when testing on a new domain. We think that this is because CS, in general, is affected by different factors including the dialect, the topic, the social and educational status, the emotional state, the speaker’s speech styles, and the proficiency in the two languages. Hence, CS in a new domain is an unpredictable phenomenon and in practice can be modeled as a random process. Furthermore, the ASR results show that the CS generation with the expected number of switching points (SPF) provides marginal improvements compared to random replacements. We think this is mainly because in a zero-shot learning scenario, in addition to SPF, the model needs information about the position where the switching is expected to happen. Human evaluation of the synthetic text shows that our method can generate natural CS augmented text. Furthermore, adding the CS data show significant improvement in PP and WER when combining Farasa with any text generation settings. Finally, a challenge in evaluating CS ASR is the metric itself. As shown in recent CS studies [31, 60], WER is not robust against partial/full transliteration of a correctly recognized word, hence doesn’t fully reflect improvement in CS-ASR, as seen in the example below, where the words “International” and “Pharmatech” have a script mismatch between the reference and ASR output:

<table>
<thead>
<tr>
<th>Ref</th>
<th>معمولين</th>
<th>international</th>
<th>على</th>
<th>Pharmatech</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref Translation</td>
<td>معمولين فوقية معروف هو وين و ال</td>
<td>known how and where the assessment will be held, it is not personal and Pharmatech will do international</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASR</td>
<td>معمولين فوقية معروف هو وين و ال</td>
<td>known how and where the assessment will be held, it is not personal and Pharmatech will do international</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

While the above combination of scores confirms the validity of the approach, inspecting sentences with low MOS and/or high perplexity reveals some shortcomings of the proposed approach. Several sentences that were scored lower than 3 had one common issue: the original sentences were not complete as shown below:

<table>
<thead>
<tr>
<th>Example 1</th>
<th>Original CS</th>
<th>والدليل على support لا يوجد</th>
<th>Translated</th>
<th>And was Jordan people and government</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 2</td>
<td>Original CS</td>
<td>لا يوجد دليل على support</td>
<td>Translated</td>
<td>There is not support and the proof is</td>
</tr>
</tbody>
</table>

Though the CS algorithm chose the correct English replacement, the context seems missing or incomplete/broken, leading to a low score by the human judges. An additional issue was errors inherent in the MT system. Incorrect lexical choices create further ambiguity in the resulting CS sentences and result in low MOS. Some instances were a result of the neural MT generating more fluent output than its (disfluent) input, causing misalignment between the original and translated sentences, while impacting the quality of the generated CS. Restricting the generation in the step (3) to complete sentences while parsing the sentences would avoid some of the aforementioned problems. Additionally, using other MT systems can help to avoid the low-quality translations that degrade the CS generation.
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Investigating Lexical Replacements for Code-Switched Data Augmentation

Injy Hamed, Nizar Habash

Abstract

Code-switching (CS) poses several challenges to NLP tasks, where data sparsity is a main problem hindering the development of CS NLP systems. In this chapter, we investigate data augmentation techniques for synthesizing Dialectal Arabic-English CS text. We perform lexical replacements using parallel corpora and alignments where CS points are either randomly chosen or learnt using a sequence-to-sequence model. We evaluate the effectiveness of data augmentation on language modeling (LM), machine translation (MT), and automatic speech recognition (ASR) tasks. Results show that in the case of using 1-1 alignments, using trained predictive models produces more natural CS sentences, as reflected in perplexity. By relying on grow-diag-final alignments, we then identify aligning segments and perform replacements accordingly. By replacing segments instead of words, the quality of synthesized data is greatly improved. With this improvement, random-based approach outperforms using trained predictive models on all extrinsic tasks. Our best models achieve 33.6% improvement in perplexity, +3.2-5.6 BLEU points on MT task, and 7% relative improvement on WER for ASR task. We also contribute in filling the gap in resources by collecting and publishing the first Arabic English CS-English parallel corpus.

4.1 Introduction

Code-switching is the alternation of language in text or speech. CS can occur at the levels of sentences (intersentential CS), words (intra-sentential CS), and morphemes (intra-word CS or morphological CS). Data sparsity is one of the main bottlenecks hindering the development of CS NLP applications [61]. Given that CS data is scarce and that collecting such data is expensive and time-consuming, data augmentation serves as a solution that has proved to be successful at alleviating data sparsity. Most of the work done for CS data augmentation has been focused on language modeling, mostly for ASR rescoring. Several data augmentation techniques have been proposed based on linguistic theories [62, 63], heuristics [64, 65, 66], neural networks [67, 68, 69, 70], and machine translation [71].

CS data augmentation has been less investigated for the task of MT. The approaches mainly involved relying on parallel corpora and replacing source segments with their corresponding target segments. Replacements can be done using word alignments [72, 73, 74], phrase tables [75, 76], or parse trees under the Equivalence Constraint [77, 78]. In [72], all source words (except for stopwords) are replaced by the corresponding target words if one-to-one alignments exist. However, this will lead to over-modeling of CS as well as generation of CS sentences that are not linguistically correct. Researchers have also applied linguistic constraints for data augmentation. In [77], the authors provide the GCM tool which utilizes the equivalence constraint [79] to generate CS sentences. However, linguistic theories are not guaranteed to provide generalization across languages, especially for languages with syntactic divergence, such as Arabic and English. Moreover, by looking into the output of the GCM tool for the Arabic-English language pair, we notice that some sentences suffer from information loss, where the augmented sentences are incomplete, which was also reported in [78].

In this chapter, we investigate lexical replacements for augmenting Arabic-English CS data. We investigate whether a neural-based predictive model can be trained to predict CS switch points. The training of the
predictive model is done using limited amounts of CS data, and the model is then used to convert monolingual
Arabic-English parallel data into CS-English data, by projecting the chosen words from the target to the source
side. This has only been previously investigated for Hindi-English in [73]. In this chapter, we provide further
experiments, exploring the use of different types of alignments. We evaluate the usefulness of the augmented
data for language modeling, machine translation, and ASR rescoring tasks.

4.2 ArzEn Parallel Corpus

<table>
<thead>
<tr>
<th>#</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AnA ktbt Al project code</td>
</tr>
<tr>
<td></td>
<td>I wrote the #project #code</td>
</tr>
<tr>
<td>2</td>
<td>Emīlt k*A internship</td>
</tr>
<tr>
<td></td>
<td>I did several #internships</td>
</tr>
<tr>
<td>3</td>
<td>n detect Al traffic within period mEynp</td>
</tr>
<tr>
<td></td>
<td>to #detect the #traffic #within a certain #period</td>
</tr>
</tbody>
</table>

(a) ArzEn corpus statistics.

(b) ArzEn corpus examples, showing source text, its transliteration [80], and translation. The arrows beside the sentences show the sentence starting direction, as Arabic is read right to left.

Table 4.1: ArzEn corpus overview.

We present our work on collecting the first parallel corpus for CS Egyptian Arabic and English\footnote{The corpus and guidelines will be made available.}. We collect our corpus by translating ArzEn speech corpus [81] which consists of informal interviews discussing broad topics, such as education and life experiences. The corpus consists of 6,290 sentences having 99,340 words (102,332 tokens). In Table 4.1a, we provide an overview of CS frequency in ArzEn. The corpus was translated by professional translators and the test and dev sets were revised by the translators and one of the authors. Our guidelines generally follow the LDC Arabic-to-English Translation Guidelines [82]. We modified the guidelines with regards to CS segments. In the LDC guidelines, it is recommended that embedded English segments in the source text should be copied to target text without changes or corrections. We allow modifying CS segments in translation for better fluency and to handle morphological CS. The translators were also asked to mark the CS segments occurring on the source side in the provided translations using a hashtag prefix to allow for further linguistic analysis. Examples are given in Table 4.1b.

Given that Egyptian Arabic is a morphologically rich language [83], Egyptians attach Arabic clitics and affixes to English words when code-switching. Morphological CS is present in Arzen, mostly occurring with clitics (88%). Among the CS sentences, 45% contain morphologically code-switched words. Morphological CS exacerbates the CS data sparsity problem, as it results in higher OOV rates.

4.3 Data Augmentation

We augment monolingual Arabic-English parallel corpora by injecting words from the target side to the source
side. The augmentation process consists of two main steps: (1) CS Point Prediction: identifying the target
target words to be borrowed, and (2) CS Generation: performing the replacements. In this section, we will elaborate
on the methodology for each of the two steps. Figure 4.1 provides an overview on the approach.

4.3.1 CS Point Prediction

Similar to [73], we model the task of CS point prediction as a sequence-to-sequence classification task. The
neural network takes as input the word sequence \( x = \{x_1, x_2, \ldots, x_N\} \), where \( N \) is the length of the input sentence. The network outputs a sequence \( y = \{y_1, y_2, \ldots, y_N\} \), where \( y_n \in \{1,0\} \) represents whether the word \( x_n \) is to be
code-switched or not.
In order to learn CS points, the neural network needs to take as input monolingual sentences from either the source or target sides, along with tags representing whether this word should be code-switched or not. In [73], the authors generated synthetic monolingual sentences from CS sentences by translating CS segments to their source language, and then learn CS points on the source side. While this approach seems more intuitive, CS segments abide by the grammatical rules of the embedded language, thus direct translation of embedded words would result in sentences having incorrect structures in the matrix language in case of syntactic divergence. In our case, both languages are syntactically divergent, and the English segments in ArzEn have an average length of 1.9 words, therefore, translating whole segments word-by-word will not produce correct source monolingual sentences to train the model on. Instead, we opt to learn the CS points on the target side. This approach provides another advantage, as English is commonly used in CS, having the predictive model trained on English as opposed to the primary language (which could be low-resourced) allows for the use of available resources such as pretrained language models.

The challenge in this approach is identifying the words on the target side which correspond to the CS words on the source side. Relying on the translators to perform this annotation task is costly, time consuming, and error-prone. Relying on word alignments is also not optimal, where only 83% of CS words in ArzEn train set were matched using intersection alignment. Recall could increase using a less strict alignment approach, but would be at the risk of less accurate matches.

By examining the CS segments on source and target sides, we noticed that matching of segments can be achieved based on counts. Our matching algorithm is based on the following idea: if a CS segment occurs \( x \) times in the source and target sentences, then we identify these segments as matching segments. We match segments starting with the longest segments (and sub-segments) first. When matching words, we check their categorial variation [84] as well as stems to match words having slight modifications in translation. In case \(|\text{matches}_{\text{tgt}}| > |\text{matches}_{\text{src}}|\), we first rely on alignments to make the decision, achieving 99.6% matches on ArzEn train set, then we randomly pick matched target segments to cover the number of matches on the source side in order to increase recall. This matching algorithm provides a language-agnostic approach to identify words on the target side that are code-switched segments on the source side. Examples of algorithm output are shown in Table 4.2.

<table>
<thead>
<tr>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Src: →i was a junior ta</td>
</tr>
<tr>
<td>Tgt: i wasn ’t #expecting to see such a #city in the first place.</td>
</tr>
</tbody>
</table>

Table 4.2: Examples of source and target lines showing the output of the matching algorithm, where the matched words are marked with ‘#’.  

2We have tried this annotation task for ArzEn and only 72% of the CS words got annotated.
4.3.2 CS Generation

After identifying the English words to be embedded into the source side, we rely on alignments using GIZA++ [85] to perform the replacements. Using alignments for this task has been previously proposed [72, 73]. While direct replacements can be performed in the case of single word switches, in the case of replacing multiple consecutive words, direct word replacements would produce incorrect CS structures when the order between words in both languages is different. In the case of Arabic-English, this is particularly evident for adjectival phrases. Accordingly, when performing word replacements, we maintain the same order of words in embedded CS segments, which we refer to as the “Continuity Constraint”. In Figure 4.2, the importance of applying this constraint is shown in the example. Without such a constraint, the generated sentence outlined in Figure 4.2 would follow the Arabic syntactic structure resulting in “dah topic important very” (this is a topic important very).

When performing replacements, we first explore using 1-1 alignments obtained using intersection alignments. In order to increase the alignment coverage, we rely on alignments obtained in word as well as in stem spaces. By training the alignments in word space, we achieve 67.0% coverage on source side and 46.8% on target side. By training the alignments in stem space, we achieve 75.3% and 52.4% on source and target sides, respectively. Therefore, in order to maximize CS replacements, we rely on the alignments obtained in stem space, and add remaining alignments obtained from word space, such that 1-1 alignments are retained. This approach achieves 77.0% and 53.6% coverage on source and target sides.

While intersection alignment provides high precision, relying on 1-1 alignments is not always correct, as an Arabic word can map to multiple English words and vice versa. In an approach similar to [74], we investigate the use of grow-diag-final alignments to identify aligned segments. The aligned segments consist of pairs of the minimal number of consecutive words (S,T) where all words in source segment (S) are aligned to one or more words in target segment (T) and are not aligned to any other words outside (T), with the same constraints applying in the opposite (target-source) direction. Afterwards, for each English word receiving a positive CS tag from the predictive model, the whole target segment containing this word replaces the aligned source segment. Throughout the chapter, we will refer to the two approaches as using 1-1 and n-n alignments. In Figure 4.3, we present an example showing the results of applying replacements using 1-1 versus n-n alignments for random as well as trained CS predictive models. We experiment with relying on alignments trained on word space only, stem space only, and the union of both alignments. We find that relying on the union achieves better perplexity as well as MT results. Therefore, we will only be presenting the results using the merged alignments.

4.4 Experiments

4.4.1 Data Preparation

For Arabic English CS-English parallel data, we use our collected ArzEn train set, consisting of 3.3k sentences. We utilize the following Arabic-English parallel corpora: Egyptian Arabic-English translations obtained from Callhome Egyptian Arabic-English Speech Translation Corpus [80], LDC2012T09 [77], LDC2017T07 [83], LDC2019T01 [89], LDC2020T05 [90], and MADAR [91]. The corpora contain 308k monolingual parallel sentences. These sentences are used for data augmentation and are included as part of the training set. The corpora also contain 15k CS parallel sentences. We do not include those in training, as we use them as reference to compare the performance of MT models using augmented CS data versus using the available real CS parallel data. For corpora with no defined data splits, we use the guidelines provided in [92]. For development and testing, we use ArzEn dev and test sets, having 1,402 and 1,471 sentences, containing 894 and 907 code-mixed sentences, respectively. Data preprocessing involved removing all corpus-specific annotations, removing URLs and emoticons, lowercasing, running Moses’ [93] tokenizer as well as MADAMIRA [94] simple tokenization (D0), and performing Alef/Ya normalization.
Figure 4.3: Example showing replacements using 1-1 versus n-n alignments. The intersection alignments are marked with ‘x’ and the grow-diag-final alignments are highlighted in grey.

4.4.2 Predictive Models

**Random:** We randomly pick $x$ source-target replacements from the existing alignments. We set $x$ to 19% of the source words, where this number is chosen based on the percentage of English words in CS sentences in the ArzEn train set, given that we would like to mimic natural CS behaviour.

**Finetuning BERT/mBERT:** We fine-tune pretrained BERT and mBERT models using NERDA framework \cite{95}. We set the epochs to 5, drop-out rate to 0.1, warmup steps to 500, batch size to 13, and learning rate to 0.0001.

4.4.3 Machine Translation System

We train a Transformer model using Fairseq \cite{96} on a single GeForce RTX 3090 GPU. We use the hyperparameters from the FLORES benchmark for low-resource machine translation \cite{97}. The hyperparameters are given in Appendix 4.8. We use a BPE model trained jointly on source and target sides with a vocabulary size of 8k (which outperforms 1, 3, 5, 16, 32, 64k). The BPE model is trained using Fairseq with character coverage set to 1.0. The baseline model is trained using the parallel data outlined in Section 4.4.1. In the experiments involving augmentation, we add the augmented sentences to the original training data.

4.4.4 Automatic Speech Recognition System

We use the best performing E2E ASR system outlined in \cite{98}. The joint CTC/attention based E2E system was trained using ESPnet \cite{99}. The encoder and decoder consist of 12 and 6 Transformer blocks with 4 heads, feed-forward inner dimension 2048 and attention dimension 256. The CTC/attention weight ($\lambda_1$) is set to 0.3. SpecAugment \cite{100} is applied for data augmentation. The ASR system is trained on the following Egyptian Arabic data: ArzEn \cite{81}, Callhome \cite{101} and MGB-3 \cite{102}. A subset of 5-hours was used from each of Librispeech \cite{103} (English) and MGB-2 \cite{104} (MSA), where adding more data from these corpora deteriorated the ASR performance \cite{98}. For the LM baseline model, we use transcriptions from the Egyptian Arabic speech corpora: ArzEn, Callhome, and MGB-3. For the LM models using augmented data, we append the augmented data to those transcriptions. The RNNLM consists of 1 LSTM layer with 1000 hidden units and is trained for 20 epochs. For decoding, the beam size is 20 and the CTC weight is 0.2.

4.5 Results

4.5.1 Intrinsic Evaluation

We evaluate the accuracy of the CS predictive models and the CS nature in the synthesized sentences.

\footnote{We maintain the original tokenization of the input text, where we project further tokenization performed on the output into the original tokenization.}
Predictive Model Evaluation

<table>
<thead>
<tr>
<th>PM</th>
<th>A</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>77.3</td>
<td>19.6</td>
<td>22.0</td>
<td>0.207</td>
</tr>
<tr>
<td>BERT&lt;sub&gt;ALL&lt;/sub&gt;</td>
<td>91.7</td>
<td>77.0</td>
<td>55.1</td>
<td>0.643</td>
</tr>
<tr>
<td>mBERT&lt;sub&gt;ALL&lt;/sub&gt;</td>
<td>91.7</td>
<td>77.6</td>
<td>54.3</td>
<td>0.639</td>
</tr>
<tr>
<td>BERT&lt;sub&gt;CS&lt;/sub&gt;</td>
<td>92.1</td>
<td>78.5</td>
<td>57.2</td>
<td>0.662</td>
</tr>
<tr>
<td>mBERT&lt;sub&gt;CS&lt;/sub&gt;</td>
<td>92.1</td>
<td>78.5</td>
<td>56.8</td>
<td>0.659</td>
</tr>
</tbody>
</table>

Table 4.3: Evaluating the performance of the predictive models (PM) on the code-mixed sentences in ArzEn Dev set with regards to Accuracy (A), Precision (P), Recall (R), and F1 score. We report the results for training the predictive models using all ArzEn train set (BERT<sub>ALL</sub>/mBERT<sub>ALL</sub>) as well as using only the code-mixed sentences (BERT<sub>CS</sub>/mBERT<sub>CS</sub>).

We compare the CS points predictions provided by the predictive models against the actual CS points in the code-mixed sentences in ArzEn dev set. We present accuracy, precision, recall, and F1 scores in Table 4.3. While these figures give us an intuition on the performance of the predictive models, it is to be noted that false positives are not necessarily incorrect. It is also to be noted that the high accuracy values are due to the high rate of true negative predictions. We observe that training the BERT/mBERT predictive models on code-mixed sentences rather than all sentences in ArzEn train set allows the model to better mimic the actual CS pattern. Experiments showed that the best LM and MT models are achieved by fine-tuning mBERT on ArzEn CS sentences. Therefore, we will only be reporting the results of mBERT<sub>CS</sub>.

CS Synthetic Data Analysis

<table>
<thead>
<tr>
<th>PM</th>
<th>Align. %En_words</th>
<th>CMI — CS seg.</th>
<th>%En_sent.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>1-1</td>
<td>19.9</td>
<td>0.22</td>
</tr>
<tr>
<td>mBERT&lt;sub&gt;CS&lt;/sub&gt;</td>
<td>1-1</td>
<td>16.7</td>
<td>0.22</td>
</tr>
<tr>
<td>Random</td>
<td>n-n</td>
<td>27.8</td>
<td>0.26</td>
</tr>
<tr>
<td>mBERT&lt;sub&gt;CS&lt;/sub&gt;</td>
<td>n-n</td>
<td>28.8</td>
<td>0.26</td>
</tr>
<tr>
<td>ArzEn</td>
<td></td>
<td>18.6</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 4.4: Evaluating augmented sentences in terms of CS metrics against ArzEn train set.

We look into how similar the augmented sentences are to naturally occurring CS sentences. In Table 4.4, we evaluate the augmented sentences in terms of the percentage of English words, the Code-Mixing Index (CMI) [105], and the average length of CS segments of the generated code-mixed sentences, as well as the percentage of monolingual English sentences generated. We observe that using 1-1 alignments, the generated CS sentences are close to natural occurring CS sentences in terms of CS metrics. By using n-n alignments, the amount of CS present in the synthetic data increases considerably.

4.5.2 Extrinsic Evaluation

We evaluate the improvements achieved through data augmentation on LM, MT, and ASR tasks.

Language Modeling

<table>
<thead>
<tr>
<th>PM</th>
<th>Align.</th>
<th>—Train—Dev/Test PPL OOV(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td></td>
<td>312,030 206.3/180.8 22.3</td>
</tr>
<tr>
<td>+Random</td>
<td>1-1</td>
<td>+240,866 157.2/139.0 10.3</td>
</tr>
<tr>
<td>+mBERT&lt;sub&gt;CS&lt;/sub&gt;</td>
<td>1-1</td>
<td>+176,920 146.8/137.4 11.2</td>
</tr>
<tr>
<td>+Random</td>
<td>n-n</td>
<td>+206,883 138.2/120.2 10.6</td>
</tr>
<tr>
<td>+mBERT&lt;sub&gt;CS&lt;/sub&gt;</td>
<td>n-n</td>
<td>+137,886 133.8/120.1 10.3</td>
</tr>
</tbody>
</table>

Table 4.5: For the different settings, we report LM PPL and out-of-vocabulary (OOV) rates evaluated on the CS sentences in ArzEn test set.

We use language modeling and evaluate perplexity on the CS sentences in ArzEn test set to evaluate how close the generated synthetic data mimics real CS data. We train a Transformer model using Fairseq [105] on a
single GeForce RTX 3090 GPU. The hyperparameters are given in Appendix 4.9. The same training data used for the MT experiments is used for training the LM and ArzEn dev CS sentences are used for development, where the same BPE model is used as the MT experiments.

As shown in Table 4.5, when using 1-1 alignments, mBERT\textsubscript{CS} results in better PPL over random. We also observe that when using n-n alignments, the improvements achieved from relying on a trained predictive model decreases.

**Machine Translation Evaluation**

<table>
<thead>
<tr>
<th>PM</th>
<th>Align.</th>
<th>Tok.</th>
<th>All</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>-</td>
<td>D0</td>
<td>49.2</td>
<td>49.3</td>
</tr>
<tr>
<td>+ Random</td>
<td>1-1</td>
<td>D0</td>
<td>51.7</td>
<td>52.7</td>
</tr>
<tr>
<td>+ mBERT\textsubscript{CS}</td>
<td>1-1</td>
<td>D0</td>
<td>52.7</td>
<td>53.9</td>
</tr>
<tr>
<td>+ Random</td>
<td>n-n</td>
<td>D0</td>
<td>53.0</td>
<td>54.4</td>
</tr>
<tr>
<td>+ mBERT\textsubscript{CS}</td>
<td>n-n</td>
<td>D0</td>
<td>52.8</td>
<td>54.1</td>
</tr>
<tr>
<td>+ realCS</td>
<td>-</td>
<td>D0</td>
<td>52.2</td>
<td>53.2</td>
</tr>
</tbody>
</table>

Table 4.6: MT Results showing the Avg\textsubscript{MT} scores on all and code-mixed sentences of ArzEn test set.

We evaluate the MT models using BLEU \[107\], chrF, chrF++ \[108\], and BERTScore (F1) \[109\]. BLEU, chrF and chrF++ are calculated using SacrebleuBLEU \[110\]. Given that each evaluation metric has its strengths and drawbacks, we will present the results using an average of the 4 metrics: Avg\textsubscript{MT}. The full results are presented in Table 4.8 in Appendix 4.7. For each experiment, we report the Avg\textsubscript{MT} for all and code-mixed sentences in ArzEn test set, as presented in Table 4.6. Motivated by the work of \[111\], we also investigate applying D3 tokenization on the training data before training the MT models. Results show that all models utilizing augmented data outperform the baseline. Using n-n alignments achieves improvements over using 1-1 alignments on all settings. The best model is achieved using random-based predictions utilizing n-n alignments, showing significant improvements across all evaluation metrics. Using D0 tokenization, the model achieves improvements of +4.7/+5.7 BLEU points on all/code-mixed sentences of ArzEn test set. Using D3 tokenization, the model achieves +3.2/+4.6 BLEU points improvements. We also compare the performance of our models against training an MT model with the baseline training data in addition to the 15\textsuperscript{k} available CS parallel sentences. We report that our best-performing model outperforms the model utilizing additional real CS parallel data on all evaluation metrics, confirming the effectiveness of the data augmentation technique.

**Qualitative Analysis**

When looking into the translations provided by the baseline model, we observe that many CS words get dropped in translation or get mistranslated. This is the case for 23% of the embedded words, covering 52% of the sentences. When checking the translations provided by the MT systems that are trained using augmented sentences, whether using random approach or trained predictive model, we observe that the majority of the CS words are retained through translation. We also observe that these MT systems are able to retain CS OOV words, where the OOV words are not available in the baseline training set, nor introduced in the synthetic data. This shows that by adding CS synthetic sentences to the training set, whether using random approach or trained predictive model, the main improvement in performance is achieved as the models learn to retain English words in translation. In Table 4.9, we provide examples of reference and translation pairs provided by different models. We observe that the models trained with synthetic data, in opposition to the baseline model, are able to retain all CS words in the examples, including the words “poker”, “garou”, and “belle” (french) which are OOV words.

**4.5.3 ASR**

In Table 4.7 we report the ASR results. Results show that all models utilizing augmented data outperform the baseline. Using n-n alignments achieves improvements on all settings. The best model is achieved using random-based approach utilizing n-n alignments, achieving 2.5% absolute WER reduction. We compare our results against the E2E ASR model in \[98\] where the LM is trained using the transcriptions in addition to: (1) 5,427 sentences (having 3,772 CS sentences) gathered from interview transcriptions in a similar setting as
<table>
<thead>
<tr>
<th>PM</th>
<th>Align.</th>
<th>PPL</th>
<th>WER</th>
<th>CER</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>-</td>
<td>467.6</td>
<td>35.5</td>
<td>20.7</td>
</tr>
<tr>
<td>+Random</td>
<td>1-1</td>
<td>302.8</td>
<td>33.5</td>
<td>19.3</td>
</tr>
<tr>
<td>+mBERTCS</td>
<td>1-1</td>
<td>274.3</td>
<td>33.8</td>
<td>19.2</td>
</tr>
<tr>
<td>+Random</td>
<td>n-n</td>
<td>255.9</td>
<td>33.0</td>
<td>18.9</td>
</tr>
<tr>
<td>+mBERTCS</td>
<td>n-n</td>
<td>287.3</td>
<td>33.4</td>
<td>19.1</td>
</tr>
<tr>
<td>+realCS</td>
<td>-</td>
<td>116.1</td>
<td>32.8</td>
<td>18.8</td>
</tr>
</tbody>
</table>

Table 4.7: ASR Results showing Word Error Rate (WER) and Character Error Rate (CER) on ArzEn test set.

ArzEn data [112] and (2) 1,574,208 CS sentences collected from social media platforms [113]. We observe that the random model utilizing n-n alignments achieves WER and CER that is close to that achieved by the model trained on 7 times more of real CS data.

### 4.6 Conclusion

In this chapter, we investigate data augmentation for CS Egyptian Arabic-English. We rely on monolingual parallel corpora and alignments to make lexical replacements, where CS switch points are either selected randomly or based on predictions of a sequence-to-sequence model that is trained on a limited amount of CS data. We investigate word replacements using 1-1 alignments as well as segment replacements (n-n) identified using grow-diag-final alignments. We evaluate the effectiveness of data augmentation on the tasks of LM, MT, and ASR. We achieve improvements on the extrinsic tasks by using n-n alignments, where we use the union of alignments trained in word and stem spaces. Under this setting, random-based replacements outperform trained predictive models on all downstream tasks. Our best models achieve 33.6% improvement in perplexity, +3.2-5.6 BLEU points on MT task, and 7% relative improvement on WER for ASR task. As part of our work, we also collect the first parallel corpus for CS Egyptian Arabic English, which we plan to make publicly available.
Appendix

4.7 MT Results

In Table 4.8, we report the figures for MT evaluation, showing the scores on the following evaluation metrics: BLEU, chrF, chrF++, and BERTScore(F1).

<table>
<thead>
<tr>
<th>PM</th>
<th>Align Tok</th>
<th>All Sentences</th>
<th>CM Sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BLEU chrF chrF++ F(<em>{BERT}) Avg(</em>{MT})</td>
<td>BLEU chrF chrF++ F(<em>{BERT}) Avg(</em>{MT})</td>
</tr>
<tr>
<td>baseline</td>
<td>- D0</td>
<td>31.2 54.1 52.8 0.587 49.2</td>
<td>31.8 55.1 53.8 0.566 49.3</td>
</tr>
<tr>
<td>+Random</td>
<td>1-1 D0</td>
<td>33.7 56.4 54.9 0.617 51.7</td>
<td>34.8 58.0 56.5 0.613 52.7</td>
</tr>
<tr>
<td>+mBERT(_{CS}) 1-1 D0</td>
<td>35.0 57.4 55.9 <strong>0.624</strong> 52.7</td>
<td>36.5 59.3 57.7 0.622 53.9</td>
<td></td>
</tr>
<tr>
<td>+Random</td>
<td>n-n D0</td>
<td><strong>35.9 57.6 56.1 0.623 53.0</strong></td>
<td><strong>37.5 59.6 58.0 0.623 54.4</strong></td>
</tr>
<tr>
<td>+mBERT(_{CS})  n-n D0</td>
<td>35.2 57.5 56.1 0.623 52.8</td>
<td>36.7 59.4 57.9 0.622 54.1</td>
<td></td>
</tr>
<tr>
<td>+realCS</td>
<td>- D0</td>
<td>34.4 57.0 55.6 0.617 52.2</td>
<td>35.8 58.7 57.3 0.612 53.2</td>
</tr>
<tr>
<td>baseline</td>
<td>- D3</td>
<td>32.3 54.7 53.4 0.588 49.8</td>
<td>32.4 55.6 54.2 0.5674 49.7</td>
</tr>
<tr>
<td>+Random</td>
<td>1-1 D3</td>
<td>34.5 57.1 55.7 0.619 52.3</td>
<td>35.9 58.9 57.5 0.613 53.4</td>
</tr>
<tr>
<td>+mBERT(_{CS}) 1-1 D3</td>
<td>34.0 56.6 55.2 0.619 51.9</td>
<td>35.3 58.4 56.9 0.614 53.0</td>
<td></td>
</tr>
<tr>
<td>+Random</td>
<td>n-n D3</td>
<td><strong>35.5 57.6 56.3 0.623 52.9</strong></td>
<td><strong>37.0 59.5 58.1 0.621 54.2</strong></td>
</tr>
<tr>
<td>+mBERT(_{CS})  n-n D3</td>
<td>34.6 57.1 55.7 0.620 52.4</td>
<td>36.0 59.0 57.5 0.620 53.6</td>
<td></td>
</tr>
<tr>
<td>+realCS</td>
<td>- D3</td>
<td>34.1 56.7 55.2 0.618 52.0</td>
<td>35.4 58.5 56.9 0.613 53.0</td>
</tr>
</tbody>
</table>

Table 4.8: MT evaluation showing the following scores on ArzEn test set: BLEU, chrF, chrF++, F\(_{BERT}\), and Avg\(_{MT}\).

4.8 MT Hyperparameters

The following is the train command:

```
python3 fairseq_cli/train.py $DATA_DIR --source-lang src --target-lang tgt --arch transformer --share-all-embeddings --encoder-layers 5 --decoder-layers 5 --encoder-embed-dim 512 --decoder-embed-dim 512 --encoder-ffn-embed-dim 2048 --decoder-ffn-embed-dim 2048 --encoder-attention-heads 2 --decoder-attention-heads 2 --encoder-normalize-before --decoder-normalize-before --dropout 0.4 --attention-dropout 0.2 --relu-dropout 0.2 --weight-decay 0.0001 --label-smoothing 0.2 --criterion label_smoothed_cross_entropy --optimizer adam --adam-betas '(0.9, 0.98)' --clip-norm 0 --lr-scheduler inverse_sqrt --warmup-updates 4000 --warmup-init-lr 1e-7 --max-tokens 4000 --update-freq 4 --max-epoch 100 --save-interval 10 --ddp-backend=no_c10d
```

4.9 LM Hyperparameters

The following is the train command:

```
python3 fairseq_cli/train.py --task language_modeling $DATA_DIR --save-dir $CHECKPOINTS_DIR --arch transformer_lm --share-decoder-input-output-embed --dropout 0.1 --optimizer adam --adam-betas '(0.9, 0.98)' --weight-decay 0.01 --clip-norm 0.0 --lr 0.0005 --lr-scheduler inverse_sqrt --warmup-updates 4000 --warmup-init-lr 1e-7 --tokens-per-sample 512 --sample-break-mode none --max-tokens 2048 --update-freq 16 --fp16 --max-update 50000 --patience 10
```

4.10 Translation Examples

In Table 4.9, we show examples of source-target pairs with their translations obtained from different MT models.
<table>
<thead>
<tr>
<th>#</th>
<th>Model</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>src</td>
<td>poker face, so I can’t get any signal from them, but afterwards I know my mistake, that’s all</td>
</tr>
<tr>
<td></td>
<td>tgt-ref</td>
<td>those one who adjudicate should have a poker face, so I can’t get any signal from them, but afterwards I know my mistake, that’s all</td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>the.. the.. the people who are administrative, they become a poker face, so he can’t understand anything, but after that I know my mistake, that’s it</td>
</tr>
<tr>
<td></td>
<td>random(1-1)</td>
<td>the.. the.. the people who adjudicate should be poker face, so it can’t explain anything to me, but after that I know my mistake, that’s it</td>
</tr>
<tr>
<td></td>
<td>random(n-n)</td>
<td>the.. the.. the people who adjudicate should be poker face, so it can’t explain anything to me, but after that I know my mistake, that’s it</td>
</tr>
<tr>
<td></td>
<td>mBERT_CS(1-1)</td>
<td>it’s supposed that. the.. the.. the people who adjudicate become a poker face, so he can’t understand anything to me, but after that I know my mistake, that’s it</td>
</tr>
<tr>
<td></td>
<td>mBERT_CS(n-n)</td>
<td>the.. the.. the people who adjudicate are supposed to be poker face, so it can’t understand me anything, but after that I know my mistake, that’s it</td>
</tr>
<tr>
<td>2</td>
<td>src</td>
<td>if he failed for instance, he will get a feedback that his consumption is still high.</td>
</tr>
<tr>
<td></td>
<td>tgt-ref</td>
<td>if he failed for instance, he will get a feedback that his consumption is still high.</td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>if he can’t, for example, he has a tank that his consumer is still high.</td>
</tr>
<tr>
<td></td>
<td>random(1-1)</td>
<td>if he can’t for example have feedback that his consumption is still high.</td>
</tr>
<tr>
<td></td>
<td>random(n-n)</td>
<td>if he can’t for example have feedback to consumption is still high.</td>
</tr>
<tr>
<td></td>
<td>mBERT_CS(1-1)</td>
<td>if he can’t, for example, he has a feedback to consume it is still high.</td>
</tr>
<tr>
<td></td>
<td>mBERT_CS(n-n)</td>
<td>if he can’t, for example, have feedback that his consumption is still high.</td>
</tr>
<tr>
<td>3</td>
<td>src</td>
<td>garou belle favorite song</td>
</tr>
<tr>
<td></td>
<td>tgt-ref</td>
<td>okay, my favorite song is french, it’s called belle by garou.</td>
</tr>
<tr>
<td></td>
<td>baseline</td>
<td>okay, my favorite song is french, it’s called belly of cylinder</td>
</tr>
<tr>
<td></td>
<td>random(1-1)</td>
<td>ok my favorite song is french, it’s called belly of cylinder</td>
</tr>
<tr>
<td></td>
<td>random(n-n)</td>
<td>ok my favorite song is french, its name belle of garou</td>
</tr>
<tr>
<td></td>
<td>mBERT_CS(1-1)</td>
<td>well, my favorite song is french. its name is the belle of garou</td>
</tr>
<tr>
<td></td>
<td>mBERT_CS(n-n)</td>
<td>well, my favorite song is french called belle of garou</td>
</tr>
</tbody>
</table>

Table 4.9: Examples of translation outputs by different MT systems. CS words that are incorrectly translated are underlined in the translations.
Chapter 5

Generating Code-Switching Sentences using Pretrained Models

Barah Fazili, Shammur Chowdhury, Kenton Murray, Ahmed Ali, Preethi Jyothi

5.1 Introduction

Pretrained multilingual transformers, such as mBERT [114] and XLM-RoBERTa [115], have been shown to enable effective cross-lingual transfer. However, due to interference from other languages and constrained model capacity [116, 117, 118] these models suffer from the “curse of multilinguality”, where performance in some languages degrades as the model includes more languages during pretraining. Monolingual models, Roberta and GottBERT, significantly outperform multilingual models including XLM-R for English to German and German to English translation tasks, respectively, despite XLM-R being trained on roughly twice the number of English tokens used to train Roberta. This problem is alleviated for the language pair of English and German by [119] by training a Roberta model that is exclusively trained on the two languages of interest, resulting in better translation performance than its multilingual counterpart. Similarly, [120] studied the performance of multilingual models on Arabic information extraction (IE) tasks, including named entity recognition, part-of-speech tagging, argument role labeling, and relation extraction while pretraining a customized bilingual BERT, dubbed GigaBERT, that is designed specifically for Arabic NLP and English-to-Arabic zero-shot transfer learning.

Motivated by these observations from prior work on the benefits of limiting pretraining to two languages (say $L_1$ and $L_2$) for better transfer to downstream tasks involving the same language pair, we hypothesize that such a bilingually pretrained model could also be leveraged for generating code-mixed text involving both $L_1$ and $L_2$.

5.2 Methodology

We sample from pretrained models to generate code-switched text using the following steps. First, we start with a pretrained multilingual model that is further predominantly exposed to monolingual text in the component languages of a code-switched language. Next, this pretrained bilingual model is further finetuned on a relatively smaller amount of real code-switched text. From the resulting fine-tuned model, we sample code-switched text.

In our experiments, we focus on the Arabic-English language pair. We start with the Arabic-English version of BiBERT [119] which is a bilingual encoder consisting of 24 Transformer layers, trained using 9.2B words of Arabic text and 26.8B words of English text. This bilingual encoder is further exposed to a limited amount of Arabic-English code-switched text using the Masked Language Modeling (MLM) pretraining objective. (BiBERT is a variant of the multilingual XLMR model further pretrained on a large amount of Arabic and English text.) For Arabic-English code-switched text generation, we finetuned the BiBERT model on a small set of real code-switched text of 2.5K sentences taken from ArZEn [121] and mgb3-cs [122] for Egyptian Arabic.

Bidirectional encoders like BERT are mostly used as parameter initialization for finetuning on downstream tasks. Using such models in a generative manner is not as straightforward. [123] presented a viable approach for generating text from BERT based on Gibbs sampling that does not require any additional parameters or training. They formulate BERT as a Markov Random Field Language Model (MRF-LM). The idea is to begin with a seed sentence taken from a corpus in the target domain, or initialize with a sequence of only [MASK] tokens. Masking and subsequently substituting the sampled token corresponding to masked position
can generate a sentence of length $T$ tokens in $T$ timesteps. We adopt a sequential sampling scheme for code-switched generation with our finetuned Arabic-English BiBERT model that is detailed below.

### 5.2.1 Sequential Sampling for Code-Switched Text Generation

For deriving code-switched text using the finetuned BiBERT model, we feed monolingual Arabic sentences as input and mask a random word within these sentences. While decoding at a position corresponding to a masked token, we add a simple constraint of sampling only English tokens from the predicted distribution. One token is decoded at a time and then substituted in the previous input for decoding the next token. We make multiple passes through the model until all the tokens are predicted for the chosen word. Say the sentence in monolingual Arabic, $X$, comprises $M$ words and equivalently $N$ subword tokens depending on the tokenizer: $X = w_1, w_2, \ldots, w_M = x_1, x_2, \ldots, x_N$. For masking we choose a word position $k$ uniformly at random, and let the word $w_k$ span token positions $i$ to $j$. Each token in $[x_i, \ldots, x_j]$ is masked and replaced using greedy sampling on the predicted distribution corresponding to its position in the sequence. This is done sequentially over the span of the entire word. Expressions 1 and 2 illustrate the input sequence at the start and at time step $k$ respectively where $\tilde{x}$ represents the token substitutions from previous time steps. $X_k$ corresponds to the sequence after $k$ token substitutions are made (where $k \in \{1, j - i + 1\}$) via sequential sampling. Figure 5.1 further illustrates this sequential sampling.

$$X_0 = x_1, x_2, \ldots, x_{i-1}, \text{[MASK]}, \ldots, \text{[MASK]}, x_{j+1}, \ldots x_N$$ (1)

$$X_k = x_1, x_2, \ldots, x_{i-1}, \tilde{x}_i, \ldots, \tilde{x}_{i+k-1}, \text{[MASK]}, \ldots, \text{[MASK]}, x_{j+1}, \ldots x_N$$ (2)

We note here that such a sequential sampling generates code-switched sentences that are not necessarily semantic equivalents of the monolingual inputs. The model can introduce any English word in the masked span that is appropriate given the context. This leverages the power of the underlying pretrained model to insert appropriate English words within monolingual inputs.

### 5.2.2 Experimental Results and Discussion

![Sequential sampling for Code-mixed text generation.](image)

Figure 5.1 shows two examples of monolingual Arabic inputs and the corresponding code-switched Arabic-English (Ar-En) outputs that were generated with our method. A striking feature about these generations in contrast to other generation methods is that the replacements are not necessarily the translation of the original text. Sampled and substituted English words can be anything that makes sense to the model based on the bidirectional context. In Example 1, the replacement conflicts with the original semantics but the rendered code switched sentence is no less acceptable. This shows the potential of using such pretrained models for generating very diverse code-switched outputs compared to the traditional methods where we mostly rely on the translations or a bilingual dictionary.

![Two examples of monolingual Arabic inputs and the corresponding code-switched Arabic-English outputs.](image)

Table 5.2 shows some preliminary results where we trained n-gram models on synthetic text generated from our model and evaluated the perplexity on real code-switched Ar-En text (ESCWA). We get large improvements...
Another evaluation is with rescoring hybrid ASR lattices using 4-gram LMs trained on monolingual text augmented with the synthetic text generated using our model. The word error rates also reduce significantly with using our generation text.

Over the test corpus that we used to compute the perplexities, we also computed the average cross-entropy across the bigrams for all four permutations of languages in the bigram. Figure 5.3 shows how the average values for the 4-gram model trained on the BiBERT generations are found to be lower overall.

Table 5.1: Perplexity over real Ar-En code-switched text.

<table>
<thead>
<tr>
<th>Training corpora</th>
<th>Perplexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (transcription)</td>
<td>7081</td>
</tr>
<tr>
<td>Monolingual English + Monolingual Arabic + BiBERT with 5% sampling</td>
<td>3706</td>
</tr>
<tr>
<td>Monolingual English + Monolingual Arabic + BiBERT with 10% sampling</td>
<td>4475</td>
</tr>
</tbody>
</table>

Figure 5.3: Average cross-entropy on real code-switched Ar-En corpus for 4-gram language models trained on BiBERT generations with ~ 5% and ~ 10% of English words in each sentence.
<table>
<thead>
<tr>
<th>Training corpora</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (transcription)</td>
<td>49.25</td>
</tr>
<tr>
<td>Monolingual English + Monolingual Arabic + BiBERT with 5% sampling</td>
<td>48.07</td>
</tr>
<tr>
<td>Monolingual English + Monolingual Arabic + BiBERT with 10% sampling</td>
<td>48.52</td>
</tr>
</tbody>
</table>

Table 5.2: ASR Word Error Rates

5.3 Conclusion and Future Work

We proposed a simple method for generation of code-switched text using sequential sampling leveraging pretrained bidirectional bilingual encoders finetuned on a small amount of code-switched text. The generations offer much more variety than traditional approaches owing to the vast pretraining knowledge of large multilingual and bilingual models. As future work, we plan to expand from word-level substitutions to phrase-level substitutions guided by linguistic theories. Also, we aim to explore constrained decoding at the entire sequence level for code-switched sentence generation. Systematic human evaluations on the generated text would also be performed. Lastly, we hope to extend this technique to generate code-switched text in other language-pairs.
Chapter 6

Unsupervised Code-switched text generation from parallel text

Jie Chi, Brian Lu, Peter Bell, Preethi Jyothi, Ahmed Ali

Abstract

There has been great interest in developing automatic speech recognition (ASR) systems that can handle code-switched (CS) speech to meet the needs of a growing bilingual population. However, existing datasets are limited in size. It is expensive and difficult to collect real transcribed spoken CS data due to the challenges of finding and identifying CS data in the wild. As a result, many attempts have been made to generate synthetic CS data. Existing methods either require the existence of CS data during training, or are driven by linguistic knowledge. We introduce a novel approach of forcing a multilingual MT system that was trained on non-CS data to generate CS translations. Comparing against two prior methods, we show that simply leveraging the shared representations of two languages (Mandarin and English) yields better CS text generation and, ultimately, better CS ASR.

6.1 Introduction

Code-switching (CS) refers to a common phenomenon whereby speakers shift between languages during conversation, especially in multilingual areas, for example, in India and Singapore. Linguists categorize code-switched language according to where the switching occurs [124]: at sentence or clause boundaries (inter-sentential CS), within a sentence or clause (intra-sentential CS, also known as code-mixing), or by inserting a tag phrase (tag switching). There has been great interest in developing ASR systems for such settings to meet the demand of a growing bilingual population. However, the lack of CS data is a major hindrance to these efforts. This motivates techniques for generating synthetic code-switched sentences, which can be used to augment text [125] or speech [126] training data.

In contrast to existing methods of code-switched text generation that either rely on real code-switched training text or commit to specific linguistic theories [127], we propose a novel method. We pretrain a Transformer encoder-decoder model on parallel text without any real code-switched data, and then force the decoder to switch languages a given number of times. Our method simply leverages the shared representations induced by pretraining a multilingual translation model. Our experiments focus on intra-sentential CS and demonstrate improvements against two standard methods on the SEAME corpus [128].

6.2 Related work

There have been many efforts to construct synthetic data to augment the small existing datasets of code-switched text. As parallel monolingual texts are far more plentiful (or can be created by machine translation), a popular research direction is to align parallel sentences and mix them under the guidance of linguistic theories of code-switching, such as Functional Head Constraints or Equivalence Constraints [129] [127] [130]. These rule-based methods can only extract and concatenate monolingual fragments from the parallel texts. Another line of work directly generates synthetic code-switched sentences from a language model or conditional language model that has been trained using a small amount of code-switched data. This work variously uses RNN models [131] [132] [133] [134], Pointer-Generator networks [125], GANs [135] [136] [137] [138], and VAEs [139].
(a) Transformer architecture, where for each parallel sentence pair \((S_{zh}, S_{en})\), we have four training examples \((S_{zh}, S_{zh})\), \((S_{en}, S_{en})\), \((S_{zh}, S_{en})\), \((S_{en}, S_{zh})\). Here we use \((S_{zh}, S_{en})\) for illustration

(b) Decoding process with grid beam search, where shaded boxes denote three subsets with 0, 1 and 2 code-switching points. Each box represents the top \(k\) hypotheses (not all hypotheses are shown in the figure) at each timestep in each subset. Colored text and edges show the expansion for each beam.

Figure 6.1: Model training and decoding

Similar to the linguistic rule-based approaches, our proposed method requires only parallel monolingual text. However, our method uses a sequence-to-sequence model, which enjoys the same flexibility as prior methods that take the conditional language modeling approach. When a small amount of code-switched text is available, we can use it to additionally fine-tune our model—which improves the quality of the generation to be on par with or better than other supervised methods.

6.3 Methodology

6.3.1 Parallel Text Pretraining

Word embeddings play an integral role in modern Speech and NLP models. Questions about the degree to which the embedding spaces of different languages share a similar structure have received much interest. Early work in the cross-lingual word embedding literature showed that separately learned, non-contextual word embeddings of different languages can be aligned via linear mappings \([140, 141]\). In the case of contextual word embeddings, similar alignment results (using more sophisticated mappings like centered kernel alignment) have been reported for separate monolingual BERTs as well as for a multilingual BERT \([142, 143]\).

Would emergent alignments on word embeddings (contextual or not), learned simply from text prediction tasks on multiple languages, be enough to support code-switched generation among those languages? We study this question by pretraining a many-to-many machine translation system on monolingual inputs and outputs, and then forcing the decoder to translate monolingual inputs into code-switched outputs. Specifically, we train a Transformer encoder-decoder model \([144]\) to translate between any pair of languages in \{Mandarin, English\}. We then translate monolingual sentences from either Mandarin or English to sentences that are forced to code-switch to varying degrees, via grid beam search \([145]\). Finally, we evaluate the utility of our synthetic CS sentences by using them to train a \(n\)-gram language model to use in a downstream ASR system.

6.3.2 Translation Model

We use a Transformer encoder-decoder architecture \([146]\) (Figure 6.1a), with a vocabulary that is the disjoint union of the vocabularies of the two languages of interest. These two vocabularies are harvested from the two sides of the parallel training corpus. We create 4 training examples for every pair of parallel sentences \((x, y)\): each training example takes one of \(x\) or \(y\) as encoder input and one of \(x\) or \(y\) as decoder output. This is the same scheme used to train unified MT systems that translate between many language pairs using the same parameters \([147]\), and indeed our method could be extended beyond 2 languages.

In a preliminary study, we found that it worked best to train the model with a modified version of softmax that normalizes over only words of the desired output language, as opposed to normalizing over the entire union vocabulary. The latter formulation penalizes assigning high logits to any word in the other language. That hinders the natural emergence of aligned word embedding spaces between the two languages, since it pushes away uniformly the embeddings of the other language.

\(^{1}\) For simplicity, strings that exist in both vocabularies, such as numbers, are given two separate embeddings, one for each language. This also facilitates the softmax modification described later in this section.
6.3.3 Grid Beam Search

We follow [145] to constrain the decoding by the number of code-switching points. Different from regular beam search, the set of prefixes in the beam is partitioned into subsets according to the value of some feature (for us, the number of code-switching points). Each subset is separately pruned back to its top-\(k\) prefixes. Extending a prefix may change its feature value (for us, if the extension creates a new switching point), in which case the extension will fall into a different subset. At the end, the algorithm returns the top elements of each subset—in our case, the best outputs with 0, 1, 2, \ldots \text{ code-switching points}. Figure 6.1b illustrates with a simplified example.

6.3.4 Other Approaches

To compare to prior methods for generating CS text [127, 125], we also implement models based on Equivalence Constraint Theory (ECT) and on Pointer-Generator Networks (PGN). Both of these models depend on parallel data. The PGN additionally requires CS training data, so it serves as a supervised baseline against which to compare our unsupervised method.

Equivalence Constraint Theory claims that code-switching can only happen at boundaries where both languages have the same surface structure. Following the pipeline in [127], we first use fast_align to obtain the word alignment between parallel sentences and then generate the parse tree for English text with the Berkeley neural parser [148]. In contrast to the EC baseline in [125], where they used a simplified linear version of EC that determines the acceptability of a substitution solely by checking whether there are crossing alignments, here we follow [127] and use the alignment together with the constituency parses to determine if a substitution is acceptable.

Pointer-Generator Networks require supervised training. The input is the concatenation of the parallel sentences \(x\) and \(y\) and the output is the desired code-switched sentence. We re-implement the model introduced by [125], except that we do not use part-of-speech tags as additional input features.

6.4 Experimental setup

6.4.1 ASR Framework

We begin by pretraining an acoustic model on the union of the training portions of TED-LIUM 3 [149], an English speech corpus collected from TED talks, and AISHELL-1 [150], a Mandarin speech corpus consisting of over 170 hours of speech. We then fine-tune these acoustic models on the monolingual utterances from SEAME [128], a Mandarin-English code-switching speech corpus collected in conversations and interviews from Malaysian and Singapore bilingual speakers. SEAME labels each utterance as English, Mandarin, or CS. As our acoustic model is not trained on any of the CS utterances, it is typical of those used in existing multilingual ASR systems.

Below, we try combining this hybrid acoustic model with language models trained on CS text, where we experiment with different ways of obtaining CS text. We compare the performance of the resulting ASR systems on the held-out portion of SEAME (11852 utterances), which contains both monolingual (5384) and code-switched (6468) spoken utterances.

6.4.2 Real CS Text

SEAME contains around 50K spoken utterances for training that are labeled as CS. We use their transcripts to train a LM on real data. Our goal in the next section is to synthesize ersatz data that works almost as well.

SEAME includes an additional 11K spoken utterances held out for evaluation: around 5K are monolingual and 6.5K are CS. We use this held-out set of real utterances as our test set.

6.4.3 Parallel Non-CS Text

For each CS utterance \(z\) from SEAME, we also ask Google Translate to translate it to both English (\(x\)) and Mandarin (\(y\)), in each case treating the source sentence \(z\) as if it were in the other language.\footnote{This yields 50K parallel utterances (\(x, y, z\)).} This yields 50K parallel utterances (\(x, y, z\)).
6.4.4 Synthetic CS Data

For a controlled comparison, we take care to have all of our methods generate synthetic datasets of the same size.

For our proposed unsupervised Constrained Translation (CT) approach, we train a unified MT model (§6.3.2) on the 50K \((x, y)\) pairs and then use grid beam search (§6.3.3) to decode 3 CS translations of each \(x\) and each \(y\). Specifically, for each \(c \in [1, 3]\), the final beam holds up to 5 prefixes with exactly \(c\) switching points, and we return the top 1 of those. That yields 6 sentences per pair, which we then randomly subsample to 3.

As our unsupervised baseline, we run ECT (§6.3.4) on the \((x, y)\) pairs. Hybridizing each pair in all legal ways yields about 12 CS utterances on average, which we then subsample to 3.

To make use of SEAME supervised \(z\) data, we start with the unified MT model above, and fine-tune it to translate each of \(x\) and \(y\) to each of \(x\), \(y\), and \(z\). That is, each SEAME utterance now yields 6 training examples instead of 4\footnote{We refer to this model as CST (code-switched translation) and use it to retranslate each \(x\) and each \(y\) to 2 new CS utterances (totaling 4), which we then subsample to 3.} We use the SRILM toolkit to train a trigram model with Kneser-Ney smoothing \[152\]. For each dataset described in §6.4.4, we additionally train a trigram model by combining it with real code-switched data \[6.4.2\] via LM interpolation. This leads to improvements in WER and PPL discussed in §6.5. Interpolation weights are optimized on the monolingual SEAME data, disjoint from both SEAME code-switched training and test set.

As our supervised baseline, we train PGN (§6.3.4) to translate from the concatenated input \(xy\) to the code-switched \(z\), and use it to retranslate each \(xy\) pair to 3 new CS utterances.

Note that we used only the CS portion of SEAME, not the monolingual portion, to generate our synthetic CS utterances. This ensured a (unrealistically good) match with the topics and lengths of the held-out CS utterances\footnote{Note that we used only the CS portion of SEAME, not the monolingual portion, to generate our synthetic CS utterances. This ensured a (unrealistically good) match with the topics and lengths of the held-out CS utterances.}

6.4.5 Model Architectures and Training

Translation Models

We use 8-layer, 12-head Transformer encoder and decoders with dimension size 768 for our CT and CST systems. For the PGN baseline, we implemented our own Pointer-Generator Network following \[125\] using a one-layer Bi-LSTM encoder and a one-layer LSTM decoder with hidden dimension 256\footnote{We refer to this model as CST (code-switched translation) and use it to retranslate each \(x\) and each \(y\) to 2 new CS utterances (totaling 4), which we then subsample to 3.}

We tokenize all Mandarin parts of the data using JieBa\footnote{https://github.com/fxsjy/jieba.git} for pretraining our translation models, while we use character tokenization for our implementation of pointer-generator networks and the ASR language models. For English parts, we always tokenize at whitespace and punctuation.

Language Models

For each dataset described in §6.4.2, §6.4.3 and §6.4.4, we use the SRILM toolkit to train a trigram model with Kneser-Ney smoothing \[152\]. For each generated dataset in §6.4.3 and §6.4.4, we additionally train a trigram model by combining it with real code-switched data \[6.4.2\] via LM interpolation. This leads to improvements in WER and PPL discussed in §6.5. Interpolation weights are optimized on the monolingual SEAME data, disjoint from both SEAME code-switched training and test set.

Acoustic Model

We use the Kaldi toolkit to train a hybrid acoustic model. AISHELL and TED-LIUM datasets are combined to train a standard speaker adaptive GMM-HMM model at first, then we use it to produce alignments to train a CNN-TDNN model with lattice-free maximum mutual information (LF-MMI) criterion, which consists of 6 CNN layers and 12 TDNN layers. We pretrain the acoustic model on AISHELL and TED-LIUM and then fine-tune it on SEAME monolingual. Although we have never used CS speech during acoustic training, by pretraining on additional two monolingual speech corpora, the obtained acoustic model has already achieved a competitive result compared with models trained on entrain SEAME corpus in \[153\] \[153\].

The lexicon is obtained by combining the pronunciations of English words from CMU dictionary and Mandarin characters from AISHELL dictionary. We use different phoneme units for each language. Pronunciations for OOV words in the training data are generated by Phonetisaurus \[154\]. In the end, we have 180K entries in the lexicon and any uncovered words are treated as UNK\footnote{There are 117 OOV out of 151136 total word tokens on test data.}.

Compared with training two monolingual models using the same architecture, the performance of the obtained bilingual ASR model only drops by 0.5 absolute word error rate.

\footnote{This can be seen as multi-task regularization. Our actual goal is to learn to translate \(x \mapsto z\) and \(y \mapsto z\), but fine-tuning on those pairs alone would lead to low diversity in the beam search, which generates duplicate \(n\)-grams and prevents us from training a KN-discounted \(n\)-gram LM. Thus, we also include the other 4 pairs when fine-tuning.}
Table 6.1: ASR WER and LM perplexity evaluations on SEAME dev sets. In each row, the overall best system is bolded and best systems within categories are underlined. When combining with RealCS, an optimal weight is selected following §6.4.5.

<table>
<thead>
<tr>
<th></th>
<th>RealCS (50K)</th>
<th>Supervised</th>
<th>Unsupervised</th>
<th>Non CS(100K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WER,all</td>
<td>WER,cs</td>
<td>WER_mono</td>
<td></td>
</tr>
<tr>
<td>Individual Datasets</td>
<td>31.32</td>
<td>30.55</td>
<td>34.94</td>
<td>33.44</td>
</tr>
<tr>
<td>WER,all</td>
<td>31.44</td>
<td>31.78</td>
<td>35.11</td>
<td>35.53</td>
</tr>
<tr>
<td>WER,cs</td>
<td>33.52</td>
<td>33.73</td>
<td>37.03</td>
<td>35.45</td>
</tr>
<tr>
<td>WER_mono</td>
<td>34.68</td>
<td>34.44</td>
<td>37.74</td>
<td>35.57</td>
</tr>
<tr>
<td>PPL</td>
<td>123.43</td>
<td>128.86</td>
<td>136.60</td>
<td>153.57</td>
</tr>
<tr>
<td>Combined with RealCS</td>
<td>/</td>
<td>30.80</td>
<td>30.92</td>
<td>31.18</td>
</tr>
<tr>
<td>WER,all</td>
<td>/</td>
<td>29.73</td>
<td>29.62</td>
<td>30.69</td>
</tr>
<tr>
<td>WER,cs</td>
<td>/</td>
<td>29.68</td>
<td>29.62</td>
<td>30.69</td>
</tr>
<tr>
<td>WER_mono</td>
<td>/</td>
<td>33.63</td>
<td>34.38</td>
<td>34.07</td>
</tr>
<tr>
<td>PPL</td>
<td>/</td>
<td>134.12</td>
<td>144.08</td>
<td>129.97</td>
</tr>
</tbody>
</table>

Figures 6.2: Cross-entropy breakdown and n-gram coverage. Left: Cross-entropy breakdown by the transition of language IDs. Middle: Token-level code-switched bigram and trigram recall on the SEAME evaluation set. Right: Type-level code-switched bigram and trigram counts. Darker bars count the number of shared n-gram types between a particular dataset and the SEAME training data.

6.5 Results and Discussion

6.5.1 ASR Results

Table 6.1 presents word error rate (WER) of our ASR system on SEAME test set. The ASR system uses the pretrained acoustic model with trigram LMs trained on synthetic CS text. We break down the test set further by whether there is any code-switching contained. The unsupervised (CT) and supervised (CST) versions of our proposed model respectively achieves better overall WER than the ECT and PGN baselines, regardless of LM interpolation with RealCS. Among unsupervised methods, CT consistently gets lower WER than ECT on both CS and monolingual utterances. Among supervised methods, CST’s superior performance compared to PGN on the monolingual subset and worse performance on the CS subset could be attributed to the multi-task regularization as well as its lack of the dual-language input and a copying mechanism which can make learning the alignment between the two languages easier.

6.5.2 Language Modeling Results

We also evaluate the various LMs on the text transcripts of SEAME test set, ignoring the audio. The perplexity (PPL) results are in Table 6.1, with a cross-entropy breakdown in Figure 6.2 (Left). As the plot shows, both ZH and EN tokens cause higher surprisal when the previous token is in the other language, but models that use more real CS data are less surprised.

Figure 6.2 (Mid) shows the percentage of the CS bi/trigrams contained in the test set that appear in the synthetic texts. Figure 6.2 (Right) shows the total counts of unique CS bi/trigrams in the synthetic text (lighter bars) as well as the number of those bi/trigrams that also appear in the real CS training data (darker bars). Unsurprisingly, RealCS and supervised methods generate data with much better n-gram coverage.

9A truly Non CS corpus would contain no code-switching bigrams and trigrams. However they exist in our Non CS dataset because our Non CS dataset is generated by (Google) translating code-switched sentences into monolingual ones, and Google Translate sometimes fails to produce a purely monolingual mandarin output, especially for interjection words such as lor, ah and er.
10Recal that the training data of the various synthetic generations methods were derived from SEAME CS training set.
Under unsupervised training, **CT** can generate more diverse language transitions compared with **ECT**, as **ECT** is constrained to output segments that are in the original sentence pair. Under supervised settings, **PGN** generates more diverse n-grams and has better coverage of the test set.

### 6.5.3 Qualitative Properties of Synthetic CS Text

The code-switched sentences generated by our **CT** model are not always perfect translations of the input, but are they reasonable CS text? Most of the code-switching consists of lexical substitutions (e.g. “you go to take 营销 (marketing) loh you are the 最好的 (best)” ). We find that the resulting sentences are mostly understandable, but errors occur (e.g. “it s fun to 火车 (train, the noun) with them” ), and they don’t always code-switch in the same places that a bilingual speaker would (e.g. “my dad is the one who 给 (give) him the 工作 (job)” ). Some sentences could code-switch too often because **CT** required them to do so.

### 6.5.4 Limitations

We only experimented with two languages in this work, but the framework could be generalized to generate text that code-switches among any number of languages. Although only hybrid ASR systems have been used in this chapter, which generally perform better when limited data is available [153], it is interesting to investigate if the same finding still holds in an End-to-End framework. We plan to use the synthetic CS text for LM rescoring in an End-to-End framework as in [155] or LM decoding for RNN-T [156] in the future.

Compared with **ECT**, whose performance is constrained by the effectiveness of the tools for natural language processing, **CT** is fully data-driven, relying on learning shared representations of the language pair from translation pretraining. Hence, it is less sensitive to the formality of the data. SEAME contains mostly conversational speech and transcriptions, which is harder to parse and align, but on more formal domains where linguistic knowledge may help, **ECT** may become more competitive since it has a better inductive bias. **CT** is able to freely generate CS text, including content (such as paraphrases) not contained in either of the parallel sentences, which could improve diversity. On the other hand, the popular **ECT** approach is constrained not to do this, which prevents it from generating wildly incorrect outputs.

### 6.6 Conclusions

We presented a simple yet effective idea: to leverage the emergence of shared representations in pretrained encoder-decoder models to generate synthetic code-switched data without using any prior knowledge about code-switching. Although the data it generates does not outperform methods that use real CS as supervision, it performs slightly better than other unsupervised methods such as **ECT**, and without needing a parser or specialized knowledge about code-switching.

Showing the possibility of a fully data-driven, learning approach to unsupervised CS generation opens up opportunities for more research in the design of the model architectures and training objectives. While we explored a simple instantiation with Transformer encoder-decoders and just the translation objective, more specialized architectures could lead to better representation sharing and in turn better CS generation.
Part III

Automatic Speech Recognition for Code-Switched Speech
Building robust speech recognition systems capable of dealing with multilingual and code-switching speech poses several challenges. The fact that code-switching is an unwritten phenomenon that rarely occurs in most text and transcribed speech corpora makes it challenging to build speech recognition system using real data.

We address here the following three research topics: (i) the lack of multilingual and code-switching speech data, (ii) the challenge of building code-switching ASR system using monolingual data and (iii) using self-supervised models for Code-Switching ASR as follows:

**Getting access to large amounts of speech code-switching data.** We introduce a speech collage, a framework for generating synthetic code-switched data given two monolingual corpora, and code-switching text. We show that this synthetic data benefits both the encoder and decoder in an end-to-end system, and has significant gains over training with only monolingual data, and also over a shallow integration of a code-switched language model. This is the first work applying this framework of unit-selection for generating code-switched data. Our results suggest that speech collage is efficient for code-switching data augmentation and it benefits from smoothing and energy normalization.

**Building robust speech recognition system for code-switching using monolingual data.** We build effective code-switched ASR under a zero-shot setting where no transcribed code-switching speech data is available for training. We propose to use multiple monolingual modules to transcribe all speech segments indiscriminately with a monolingual script (i.e. transliteration). This passes the responsibility of code-switching-point detection to subsequent bilingual modules which determine the final output by considering multiple monolingual transliterations along with external language model information. We demonstrate the effectiveness of our transliteration-based method using Conditional CTC models deployed for zero-shot Mandarin-English code-switching ASR.

**Using self-supervised models for Code-Switching ASR.** We investigate using untranscribed speech data to improve the code-switching ASR system using a small amount of manually transcribed speech data, along with weak language. We simulated low-resource settings on English, with a strong language model. Our results show significant gain on South African code-switching languages. We obtained a substantial improvement by using this model as a seed model for semi-supervised training.
Chapter 7

Speech Collage: Code-Switched Audio Generation Using Monolingual Corpora

Dorsa Zeinali, Amir Hussein, Matthew Wiesner, Ondrej Klejch
Shammur Chowdhury, Ahmed Ali

Abstract

Code-switching is a linguistic phenomenon that occurs commonly in dialectal and informal conversations, but is poorly represented in most speech corpora, making training of ASR models for code-switched speech difficult. To address this training data scarcity we propose a method, called Speech Collage, producing code-switched transcribed speech training data from purely monolingual speech corpora and code-switched text for training code-switched speech recognition systems. Audio examples for code-switched text are constructed by splicing together existing examples of words drawn from monolingual corpora based on different criteria. We examine the impact of the generated speech quality on speech recognition in Mandarin-English. We show that this technique beneficial in end-to-end ASR systems and narrows the performance gap between models trained using monolingual and natural code-switched speech and models trained using monolingual and synthetic code-switched speech. However, models trained on natural speech still achieve better results.

7.1 Introduction

As speech technologies have improved, they have been applied to increasingly more difficult domains [157], [158]. One domain that remains challenging even for state-of-the-art speech processing is code-switched speech recognition. Intra-sentential code-switching is one such challenging multilingual scenario in which speakers use multiple languages within the same sentence [159]. However, while this style of speech is exceedingly common in multilingual societies [160], and serves as an important role in allowing people to express themselves more clearly [161], it is often an unwritten phenomenon that rarely occurs in most text and transcribed speech corpora.

This is a unique low-resource scenario as there are much fewer examples of code-switched transcribed speech than monolingual transcribed speech. Code-switching is also prevalent in many low-resource languages which makes creating language technologies for them much more difficult. To be able to build technologies for code-switching without large amounts of transcribed code-switched speech, we need to train using monolingual data. However, training a model using only monolingual data is particularly problematic for end-to-end models. E2E models learn an implicit language model that characterizes the training data [162], and the syntactical structure of code-switched speech is inherently different than monolingual speech. As a result, the end-to-end models will produce only monolingual output even when transcribing limited code-switched speech [163].

To alleviate this problem, we propose a method for using monolingual data to construct synthetic code-switched audio examples using our method, Speech Collage. Our work focuses on applying a relaxation of unit selection speech synthesis given only monolingual data, i.e. splicing, for generating synthetic training examples to be used along with monolingual data during training. We test our proposed method on the SEAME Mandarin-English corpus, and we show that training both attentional encoder-decoder and CTC models with monolingual data and our synthetically generated code-switched speech outperforms training with only monolingual data. To test whether the same improvement can be gained with just the addition of unpaired code-switched text, we
show that the same improvement cannot be gained with a shallow fusion \[164\] of a language model trained on code-switched text.

7.2 Related Work And Motivation

There has been a large body of previous work on generating synthetic data to train machine learning models. Specifically, there has been much work done in using TTS systems to generate synthetic audio data to train ASR models or to improve ASR model performance \[165\] used an existing TTS system for a higher resource language, Hindi, to augment the training data for a low resource Indian language with OOV syllables. This work improved performance on the low resource language. \[167\] showed that generating synthetic data using TTS systems with diverse speaker representations helped ASR performance.

However, using TTS systems to generate data has limitations. The lack of speaker variability and a lack of training data have led to an interest in adapting the unit selection speech synthesis framework for data augmentation. These methods, which we will call splicing, take segments of audio from existing data or databases and concatenate them together based on different criteria. \[169\] explores using splicing to adapt a baseline ASR model for a new domain. By using real text from the desired domain, the authors sample random audio segments corresponding to words in the text and concatenate them together to generate new audio examples. This method gave them a relative 81.7% reduction in WER compared to the baseline on the new domain. \[170\] explores generating training examples using splicing on the fly. Given an original utterance and its corresponding audio, random tokens from the original utterance are selected and either guided by a language model or randomly replaced with other tokens. Audio segments corresponding to these new tokens are then taken and spliced in with the original audio, to create a new training example. Data augmentation via splicing has also been used in the field of speech translation \[171\], \[172\]. \[172\] creates new pairs of unseen training data by sampling a new transcription from a bank of text segments in one language by translating it, and concatenating segments of existing audio data. This method delivers consistent improvements in BLEU score on multiple language pairs.

Due to the challenges in building ASR models for code-switched data described earlier, there has been work done to test the impact of using TTS for code-switched data augmentation. \[173\] explores three data augmentation methods for code switched ASR, among which is leveraging multi-lingual TTS systems (Baidu and Unisound) using real code switched texts to create code switched audios. They found that this method had limited impact, possibly due to the lack of variability in the synthetic audios. \[174\] explores training a code-switched TTS system based on FastSpeech using a code switched corpus, and using this system to generate code switched audio. \[175\] also explores using TTS as a way of augmenting code switched data, but employs an interpolation technique that mixes up TTS and real speech samples to smooth out some artifacts unique to TTS.

Due to the challenges of TTS being more present in the code-switching domain, splicing techniques have also been used to generate synthetic code switched data. \[174\] augment Mandarin-English code switched data using an existing code-switched corpus by randomly selecting two utterances from the same speaker, and replacing the English segment of one utterance with that of another. \[176\] create code switched audio by concatenating segments from monolingual corpora in a way that preserves the probability distributions that govern the transition of phones across languages at code-switch boundaries. In addition, \[177\] explore concatenating whole utterances of the two target languages to create a code-switched corpus.

Several works also investigate leveraging unpaired text data by using external language models with ASR models \[163\], \[178\], \[179\], \[180\], \[181\]. Of these, shallow fusion \[164\] is used in this work.

7.3 Speech Collage

We propose a framework for splicing together segments of monolingual corpora given a code-switched text example, based on unit-selection speech synthesis.

7.3.1 The Unit Selection Speech Synthesis Framework

Unit selection speech synthesis uses a single speaker dataset of utterances, along with linguistic annotations. Units (phones, syllables, words, etc.) are extracted from this database based on certain criteria and concatenated together to form new utterances, with some post-smoothing. To synthesize a new utterance, a target is constructed, which is based on an input text, with added desired linguistic features. Units are taken from the database which best match the target specifications, and they are picked based on minimizing the sum of two costs. The join cost, $C^j(u_{i-1}, u_i)$, estimates how well two consecutive units ($u_{i-1}$ and $u_i$) will join based on acoustic features. The target cost, $C^t(u_i, t_i)$, measures how close the unit $u_i$ is to its target specification $t_i$. A
search algorithm can be used to find this best matching unit, and the details of the two cost functions, and the search differ between systems [182].

7.3.2 Our Approach Within Unit Selection Speech Synthesis

Our approach relaxes the framework of unit selection speech synthesis in several ways. 1) It aims to create code-switched speech, and as such needs two different corpora. The corpora we used were the monolingual English and Mandarin portions of SEAME [128]. 2) Both portions had multiple speakers, instead of just one. 3) The constructed target was just the input code-switched text, without any further linguistic or acoustic specifications. As such, the target cost was set to zero. Lastly, we set the join cost function, \( C_j(u_{i-1}, u_i) = 0 \) and removed the searching requirement completely. For each word, we picked a random instance of it from the dataset.

The units we chose were words for English, and characters (syllables) for Mandarin. We used these self-contained units to not increase the degradation of the synthesized audio, as smaller units like phones lead to more flexibility but a lower quality of audio [183], and each unit in our dataset was spoken by multiple speakers.

In this work, we explored whether the speech quality of the synthesized speech had any impact on the recognition performance. To test this, we created three different versions of the synthesized speech with varying degrees of speech quality, achieved by pre or post processing. They are presented here from smoothest quality to most noisy.

Normalized energy

In this version, for each word, we picked a random instance of it from the dataset and concatenated them together to create a synthetic utterance, \( X' \). We then calculated the energy, \( e \), per synthesized utterance.

For a \( T \)-length speech feature sequence, \( X = \{x_t \in \mathbb{R}^D | t = 1, \cdots, T \} \), the energy value was calculated as follows:

\[
e = \frac{1}{T} \sum_{t=1}^{T} x_t^2
\]

To remove artifacts between segments introduced only by changes in energy, which was a heuristic for volume, we normalized the speech feature sequence by the square root of energy value, as post processing:

\[
X' = \{x_t' \sqrt{e} \in \mathbb{R}^D | t = 1, \cdots, T \}
\]

Random

In this version, for each word in the underlying text, we picked a random instance of it from the dataset, and concatenated them together. An example of this is show in in Figure 1. No pre or post processing was done.

Random with added noise

In this version, for each word in the underlying text, we also randomly picked an instance of it from the dataset, and concatenated them together. In addition to randomly picking, we also randomly sampled a noise recording from the MUSAN dataset [184] and added it to each synthesized utterance as post-processing, to introduce further artifacts.
<table>
<thead>
<tr>
<th></th>
<th>CTC WER</th>
<th>Attentional Enc/Dec WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolingual Baseline</td>
<td>42.5</td>
<td>48.4</td>
</tr>
<tr>
<td>+ CS language model</td>
<td>41.9</td>
<td>48.2</td>
</tr>
<tr>
<td>+ synthetic CS speech (energy)</td>
<td>31.6</td>
<td>31.6</td>
</tr>
<tr>
<td>+ synthetic CS speech (random)</td>
<td>31.4</td>
<td>32.2</td>
</tr>
<tr>
<td>+ synthetic CS speech (random + noise)</td>
<td>32.4</td>
<td>34.1</td>
</tr>
<tr>
<td>CS Topline</td>
<td>19.8</td>
<td>18.9</td>
</tr>
</tbody>
</table>

Table 7.1: WER on a code-switched dev set for CTC and Attentional Enc/Dec models trained on different types of data

7.4 Data and Experimental Setup

7.4.1 Data

We use 29 hours of monolingual Mandarin and English data from the SEAME corpus [128] for training the baseline models. In addition, we generate 45 hours of synthetic code-switched data from the code-switched transcripts of SEAME. We also use the code-switched text of SEAME for training the language model. We use the provided test code-switched data, where Mandarin is the matrix language and English is the embedded language.

7.4.2 Experimental Setup

All of our models were trained using the ESPNet toolkit [185]. Our input features were either raw wave form audios, or global mean-normalized 83 log-mel filterbank and pitch features [186]. We apply the Switchboard Strong (SS) augmentation policy of SpecAugment [187]. We combine 2,622 Mandarin characters with 3,000 English BPE [188] units to form the output vocabulary. We trained two types of models. One model was a CTC model where the ENCODERS are conformers [189, 190] with 12 blocks, kernel size of 15, 2,048 feed-forward dim, 256 attention dim, and 4 heads. This model was trained with the CTC [191] framework, and used greedy decoding. Another was an attentional decoder model, where the DECODERS are transformers [192] with 6 blocks, positional dropout rate of 0.1, dropout rate 0.1, 2048 feed-forward dim, and 4 heads. These models were decoded with the Attention framework with a beam size of 10. We use the Adam optimizer to train 50 epochs with an inverse square root decay schedule, and 25k warmup steps.

In addition to these two types of models, we also trained a language model on purely code-switched text, to be shallowly integrated for decoding. The language model was a transformer with dropout rate of 0.1, feed-forward dim of 2048, embedding dim of 128, 512 attention dim, and 8 heads. We use the Adam optimizer to train 17 epochs with an inverse square root root decay schedule, 25k warmup steps, and 100 batch size. When integrating, we used a language model weight of 0.1, with length penalty of 0.8 for the attentional encoder-decoder model, and a language model weight of 0.2 and length penalty of 0.2 for the CTC model.

7.5 Results and Analysis

In Table 1, we compare the difference between the performance of the two different models trained solely on monolingual data, and also models either trained with CS data or decoded with a CS language model.

As shown in the table, training a model using only monolingual data, but shallowly integrating a language model for decoding does not improve performance significantly. This suggests that the real benefit of the synthetic CS data is not from the addition of just CS text via a language model. It suggests that the E2E model is actually learning to code-switch via the synthetic examples.

The gain is further shown by the addition of the 45 hours of synthetic CS training data to the baseline models. All three methods gave significant gains, with the biggest gains from the addition of the synthetic data generated based on energy normalization. This method decreased WER by 25.7% and 34.7% for the CTC and attentional Enc/Dec models respectively. This further suggests that both the encoder and decoder within the E2E model are improving with the synthetic data.

The difference in performance between the three different methods is quite small, which might be due to the fact they were all similarly unnatural, with a lot of artifacts in the data. The randomly generated data with noise only increased WER by 1-2 points, which further supports this. Overall, the addition of the 45 hours of synthetic data improved the baseline significantly.
7.6 Conclusion

We present a framework for generating synthetic code-switched data given two monolingual corpora, and code-switched text. We show that this synthetic data benefits both the encoder and decoder in an End-to-End system, and has significant gain over training with only monolingual data, and also shallow integration of a code-switched language model. This is the first work applying this framework of unit-selection for generating code-switched data.

While we observe many improvements, the gap between the efficacy of real speech and synthetic speech is wide, and future work is needed to close this gap.
Chapter 8

Code-Switched Modeling
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8.1 Abstract

In this work, we seek to build effective code-switched (CS) automatic speech recognition systems (ASR) under the zero-shot setting where no transcribed CS speech data is available for training. Previously proposed frameworks which conditionally factorize the bilingual task into its constituent monolingual parts are a promising starting point for leveraging monolingual data efficiently. However, these methods require the monolingual modules to perform language segmentation. That is, each monolingual module has to simultaneously detect CS points and transcribe speech segments of one language while ignoring those of other languages – not a trivial task. We propose to simplify each monolingual module by allowing them to transcribe all speech segments indiscriminately with a monolingual script (i.e. transliteration). This simple modification passes the responsibility of CS point detection to subsequent bilingual modules which determine the final output by considering multiple monolingual transcriptions along with external language model information. We apply this transliteration-based approach in an end-to-end differentiable neural network and demonstrate its efficacy for zero-shot CS ASR on Mandarin-English SEAME test sets.

8.2 Introduction

In order to build multilingual automatic speech recognition (ASR) systems that are robust to code-switching (CS), practitioners must tackle both the long-tail of possible language pairs [193] and the relative infrequency of intra-sententially CS examples within collected training corpora [2]. Therefore, a preeminent challenge in the CS ASR field is to build effective systems under the zero-shot setting where no CS ASR training data is available. Recent advancements in multilingual speech recognition have demonstrated the impressive scale of cross-lingual sharing in neural network approaches [194, 195, 196, 197, 198, 199, 200, 201], and these works have shown that jointly modeling ASR with language identity (LID) grants some intra-sentential CS ability [200, 201, 177]. However, most of these large scale models skew towards high-resourced languages [198] and do not seek to directly optimize for intra-sentential CS ASR between particular language pairs.

A more promising direction towards zero-shot CS ASR can be found in prior works which seek to incorporate monolingual data directly to improve CS performance [202, 203, 204, 176, 205, 206, 207, 208, 209, 210, 211]. In particular, there are several works which achieve joint modeling of CS and monolingual ASR by conditionally factorizing the overall bilingual task into monolingual parts [212, 213, 214]. By using label-to-frame synchronization, this conditionally factorized approach can make a CS prediction given only the predictions of the monolingual parts [212] – theoretically these conditionally factorized models can model CS ASR without any CS data, but this has not been previously confirmed.

In this work, we seek to build CS ASR systems under two zero-shot data conditions: 1) monolingual speech and CS text data are available, 2) only monolingual speech and text data are available. In particular, we are interested in exploring the zero-shot capability of conditionally factorized joint CS and monolingual ASR models.

We first re-formulate the initial monolingual stage of these conditionally factorized models in terms of their language segmentation burden, showing that prior works expect each monolingual module to perform CS point detection and transcription in tandem. Any errors in CS point detection are thus propagated downstream to the final bilingual stage which attempts to stitch multiple monolingual predictions into an output which may or may not be CS. To improve model robustness towards zero-shot CS ASR, we propose an alternative formulation of the monolingual stage such that each module is an indiscriminate transliterator, transcribing all speech using a
allowing for separate modeling of monolingual posteriors \( p(Z) \) given only monolingual information. The second assumption is that given \( X \), \( Z^M \) and \( Z^E \) are independent, allowing for separate modeling of monolingual posteriors \( p(Z^M|Z^E, X) \) and \( p(Z^E|Z^M, X) \). Note we abbreviate this pair of separate monolingual modules as \( p(Z^M/E|X) \) in future sections.

### 8.3 Background and Motivation

In this section, we examine the language segmentation role of the monolingual modules in previously proposed conditionally factorized models [212], motivating our transliteration-based approach (§8.4).

#### 8.3.1 Joint Modeling of Code-Switched and Monolingual ASR

Let us take the Mandarin-English bilingual pair as an example for the following formulations. Bilingual ASR, where speech may or may not be CS, is a sequence mapping from a \( T \)-length speech feature sequence, \( X = \{x_t \in \mathbb{R}^P | t = 1, ..., T\} \), to an \( L \)-length label sequence, \( Y = \{y_l \in (V^M \cup V^E) | l = 1, ..., L\} \) consisting of Mandarin \( V^M \) and English \( V^E \). The conditionally factorized framework [212] decomposes this bilingual task into three sub-tasks: 1) recognizing Mandarin, 2) recognizing English, and 3) composing recognized monolingual segments into a bilingual sequence.

The basis of this approach is to model the label-to-frame alignments. For each \( T \)-length observation sequence \( X \) and \( L \)-length bilingual label sequence \( Y \) there are a number of possible \( T \)-length label-to-frame sequences \( Z = \{z_t \in V^M \cup V^E \cup \{\emptyset\} | t = 1, ..., T\} \), where \( \emptyset \) denotes a blank symbol as in Connectionist Temporal Classification (CTC) [191] or RNN-T [215]. Further consider that for each bilingual \( Z \) there are two corresponding monolingual label-to-frame sequences \( Z^M = \{z^M_t \in V^M \cup \{\emptyset\} | t = 1, ..., T\} \) and \( Z^E = \{z^E_t \in V^E \cup \{\emptyset\} | t = 1, ..., T\} \). The label posterior, \( p(Y|X) \), can thus be represented in terms of bilingual, \( p(Z|X) \), and monolingual, \( p(Z^M|X) \) and \( p(Z^E|X) \), label-to-frame posteriors as follows:

\[
p(Y|X) = \sum_{Z \in Z} \sum_{Z^M \in Z^M} \sum_{Z^E \in Z^E} p(Z, Z^M, Z^E|X) \tag{8.1}
\]

where \( Z \) and \( Z^M/E \) denote sets of all possible bilingual and monolingual label-to-frame alignments for a given \( Y \). Eq. (8.1) is the exact joint bilingual and monolingual ASR likelihood which can be further factorized using independence assumptions to obtain the form:

\[
p(Y|X) \approx \sum_Z p(Z) \sum_{Z^M} p(Z^M|X) \sum_{Z^E} p(Z^E|X) \tag{8.2}
\]

From Eq. (8.1) to Eq. (8.2), the first assumption is that given \( Z^M \) and \( Z^E \), no other information from the observation \( X \) is required to determine \( Z \), allowing for conditional modeling of the bilingual posterior \( p(Z|Z^M, Z^E, X) \) given only monolingual information. The second assumption is that given \( X \), \( Z^M \) and \( Z^E \) are independent, allowing for separate modeling of monolingual posteriors \( p(Z^M|Z^E, X) \) and \( p(Z^E|Z^M, X) \). Note we abbreviate this pair of separate monolingual modules as \( p(Z^M/E|X) \) in future sections.
8.3.2 Modeling $p(Z_{M/E}|X)$ with Language Segmentation

What should be the behavior of the monolingual Mandarin module $p(Z^M|X)$ when encountering a segment of English speech and vice versa? Monolingual modules in prior works \[212, 213, 214\] determine each label-to-frame alignment $z_{t}^{M/E}$ by first determining the language identity of each speech frame $\text{LID}(x_t)$ \[210\]. If the speech frame $x_t$ is from a foreign language then the module will ignore it by emitting a special $<\text{NULL}>$ token, otherwise it will transcribe using its monolingual vocabulary. This monolingual language segmentation decision is defined as follows (shown for Mandarin):

$$z_t^M = \begin{cases} 
\arg \max_{m \in V^M \cup \{\varnothing\}} p(z_t^M = m|X, z_{1:t-1}^M) & \text{if LID}(x_t) \text{ is } M \\
\arg \max_{m \in \{<\text{NULL}>, \varnothing\}} p(z_t^M = m|X, z_{1:t-1}^M) & \text{if LID}(x_t) \text{ is } E 
\end{cases} \quad (8.3)$$

Note that the frame-wise LID($x_t$) is not a separate module, but rather an implicit decision within the posterior maximization over the $<\text{NULL}>$ augmented monolingual label-to-frame alignments $Z_{M/E} = \{z_t^{M/E} \in V^{M/E} \cup \{\varnothing, <\text{NULL}>\}|t = 1 \ldots T\}$. This language segmentation behavior is learned by optimizing likelihoods of $<\text{NULL}>$ masked label targets $Y_{S_i}^M$ and $Y_{S_i}^E$ (e.g. in Figure 8.1).

It follows that the bilingual $p(Z|Z^M, Z^E)$ (Eq. (8.2)) behaves as:

$$z_t = \begin{cases} 
m & \text{if } m \in V^M \land e = <\text{NULL}> \\
e & \text{if } e \in V^E \land m = <\text{NULL}> \\
b & \text{otherwise} 
\end{cases} \quad (8.4)$$

where $m$ and $e$ are the arguments maximizing $p(z_t^M|X, z_{1:t-1}^M)$ and $p(z_t^E|X, z_{1:t-1}^E)$ respectively and $b$ is the argument maximizing $p(z_t|Z^M, Z^E, z_{1:t-1})$. If either monolingual module predicts a CS point by emitting $<\text{NULL}>$ then the bilingual module defaults to the prediction of the other monolingual module – in other words, the first two cases of Eq. (8.4) expect that the language segmentation in Eq. (8.3) is mistake-free. The third fall-back case is considered for ambiguous language segmentation, such as if $m$ and $e$ are both $<\text{NULL}>$ or both non $<\text{NULL}>$. This case-by-case bilingual decision is an adverse design for our zero-shot objective – models are likely to become over-reliant on the first two cases during training. Language segmentation while training on purely monolingual utterances boils down to an over-simplified utterance-level language identification task which may not generalize to intra-sentententially CS test utterances. If CS point detection is expected to be tricky, then a more robust strategy should always expect ambiguous monolingual inputs to the final bilingual decision as in the third case of Eq. (8.4).

8.4 Proposed Framework

In this section, we propose to completely remove language segmentation from monolingual modules using a transliteration-based formulation of $p(Z_{M/E}|X)$. We then present a neural model of our modified conditionally factorized approach for zero-shot CS ASR.

8.4.1 Modeling $p(Z_{M/E}|X)$ with Transliteration

Rather than detecting CS points at the monolingual stage in order to know which speech segments to transcribe vs. which to ignore, we propose to simply allow each monolingual module to transcribe everything. This means that for speech of a foreign language the monolingual modules are producing errors made in the monolingual stage. In other words, the bilingual decision now determines each $z_t$ by directly considering the conditional likelihood $p(z_t|Z^M, Z^E, z_{1:t-1})$ (Eq. (8.2)). This modification effectively delays CS
point detection from the monolingual stage (where we would have to simultaneously transcribe and perform frame-wise language identification per \(8.3.2\), to the bilingual stage (where transcription information is already given).

To train monolingual modules to transliterate speech segments of a foreign language, we obtain transliteration targets \(Y^M_{\text{TRA}}\) and \(Y^E_{\text{TRA}}\) using cross-lingual pseudo-labeling.\(^1\) For instance, we pass monolingual English speech \(X^M\) to a monolingual Mandarin ASR model \(M^M(\cdot)\) for inference and vice versa as follows:

\[
Y^M_{\text{TRA}} \leftarrow M^M(X^E) \quad (8.7)
\]

\[
Y^E_{\text{TRA}} \leftarrow M^E(X^M) \quad (8.8)
\]

where \(M^M/E(\cdot)\) denote generic label-to-frame models – if we use the same architecture for pseudo-labeling as we do for our monolingual modules then these transliteration targets are cross-lingual semi-supervisions \(218,219,220,221\).\(^2\) Swapping the language segmentation targets \(Y^M_{\text{Seg}}\) and \(Y^E_{\text{Seg}}\) (\(8.3.2\)) for these transliteration targets \(Y^M_{\text{TRA}}\) and \(Y^E_{\text{TRA}}\) is the only modification required to realize our desired monolingual and bilingual module behaviors in Eq. (8.5) and (8.6).

### 8.4.2 Conditional CTC with External LM Architecture

Finally, let us consider how to construct a neural architecture for our modified conditionally factorized framework. Monolingual and bilingual label-to-frame posterior \(8.3.1\) may be modeled using CTC or RNN-T networks as demonstrated by prior works \(212,213,214\). However for zero-shot CS ASR, the conditional independence assumption of CTC vs. the internal language modeling of RNN-T is a critical difference. A RNN-T based model may require internal language model (LM) adaptation \(215,223,224\) to alleviate monolingual biases while a CTC based model can be directly applied to CS test sets with optional shallow external LM fusion \(222\).

We therefore model monolingual, \(p(Z^M|X)\) and \(p(Z^E|X)\), and bilingual likelihoods, \(p(Z^M, Z^E)\), using CTC networks, \(P_M,\text{CTC}(\cdot)\), and \(P_E,\text{CTC}(\cdot)\), as follows:

\[
P_{M,\text{CTC}}(z^M | X, z^M_{t-1}) = \text{SOFTMAX}^M(h^M_t) \quad (8.9)
\]

\[
P_{E,\text{CTC}}(z^E | X, z^E_{t-1}) = \text{SOFTMAX}^E(h^E_t) \quad (8.10)
\]

\[
P_{B,\text{CTC}}(z^M, h^E_{t-1}) = \text{SOFTMAX}^B(h^M_t + h^E_t) \quad (8.11)
\]

where speech encoders, \(\text{ENCODER}^M\) and \(\text{ENCODER}^E\), map the speech signal, \(X\), to latent monolingual representations, \(h^M = \{h^M_t \in \mathbb{R}^p | t = 1, ..., T\}\) and \(h^E = \{h^E_t \in \mathbb{R}^q | t = 1, ..., T\}\) followed by softmax normalized linear projections to monolingual or bilingual vocabularies. Then addition fusion yields a bilateral latent representation which is finally fed to the bilingual CTC. These three CTC networks are jointly optimized with an interpolated multi-task objective: \(\mathcal{L} = \lambda_1\mathcal{L}_B,\text{CTC} + (1 - \lambda_1)\mathcal{L}_{M,\text{CTC}} + \mathcal{L}_{E,\text{CTC}}/2\).

During decoding, we first merge all CTC likelihoods, \(P_{M,\text{CTC}}(\cdot)\), \(P_{E,\text{CTC}}(\cdot)\), and \(P_{B,\text{CTC}}(\cdot)\), following the interpolation procedure described in Eq. (6) of \(214\); we denote this merged CTC likelihood as \(P_{\text{CTC}}(Z|X)\). We then jointly decode \(P_{\text{CTC}}(\cdot)\) with an external bilingual LM, \(P_{B,\text{LM}}(Y)\), using the time-synchronous beam search described in \(222\), which approximates the following decision:

\[
\arg \max_{Y \in \{V^M \cup V^E\}^*} \lambda_2(\prod_{z \in z} \log P_{\text{CTC}}(\cdot)) + (1 - \lambda_2) \log P_{B,\text{LM}}(\cdot) \quad (8.12)
\]

where \(\{V^M \cup V^E\}^*\) denotes the set of all possible bilingual outputs.\(^3\) This architecture, which we refer to as Conditional CTC, is depicted by the block-diagram in Figure 8.2. The monolingual modules of these Conditional CTC models can perform either language segmentation \(8.3.2\) or transliteration \(8.4.1\) depending on which set of monolingual targets (e.g. Figure 8.1) is used during training. For transliteration, we obtain \(Y^M_{\text{TRA}}\) and \(Y^E_{\text{TRA}}\) (Eq. \(8.7\) and \(8.8\)) by greedily decoding monolingual CTC models (Eq. \(8.9\) and \(8.10\)) and then applying repeat and blank removal.

### 8.5 Data and Experimental Setup

**Data:** As shown in Table 8.1, we split SEAME \(6\) training data into CS and monolingual (Mandarin + English) parts to create two zero-shot settings. The first setting allows 99h of monolingual labeled speech data for ASR

\(^1\)Unlike text-based transliteration \(217\), pseudo-labeling relies solely on the resources presumed to be available in our zero-shot CS ASR settings.

\(^2\)We can apply transliteration to CS speech by stitching predictions corresponding to forced aligned \(222\) foreign segments between true native targets.

\(^3\)For language segmentation variants of Conditional CTC, we do not expand hypotheses with the special \(<\text{NULL}>\) token to avoid corrupt outputs.
Figure 8.2: Conditional CTC architecture consisting of monolingual and bilingual CTC’s plus an external bilingual LM. Red lines indicate joint decoding via time-synchronous beam search.

Table 8.1: SEAME train, devman, and devsge sets broken down by language with hours of duration and number of sentences for speech and text data respectively. † Allowed in fully zero-shot settings. * Original train split [226] was up-sampled by 3x via 0.9 and 1.1 speed perturbations [53].

<table>
<thead>
<tr>
<th>Set</th>
<th>Type</th>
<th>Full</th>
<th>CS</th>
<th>Mono</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRAIN†</td>
<td>Speech</td>
<td>303h</td>
<td>204h</td>
<td>99h†</td>
</tr>
<tr>
<td>TRAIN</td>
<td>Text</td>
<td>89k</td>
<td>50k</td>
<td>39k†</td>
</tr>
<tr>
<td>DevMan</td>
<td>Speech</td>
<td>8h</td>
<td>6h</td>
<td>2h</td>
</tr>
<tr>
<td>DevSge</td>
<td>Speech</td>
<td>4h</td>
<td>2h</td>
<td>2h</td>
</tr>
</tbody>
</table>

training) and 89k lines of unpaired CS or monolingual text data (for LM training). The second fully zero-shot setting removes the CS unpaired text data, leaving 39k lines of unpaired monolingual text data. Monolingual CTC’s trained on the English and Mandarin only SEAME splits were used for cross-lingual pseudo-labeling §8.4.1.

Models: Models are trained using ESPnet [53]. We apply speed perturbations to up-sample training data by 3x. We combine 4000 Mandarin characters with 4000 English BPE [227] units to form the output vocabulary. Conditional CTC models have two conformer encoders [228, 229] with 12 blocks, 4 heads, 15 kernel size, 2048 feed-forward dim, and 256 and attention dim. Vanilla CTC baselines with only one encoder use 512 attention dim, so all models have about 80M parameters. All models are initialized with encoder(s) pre-trained on 150h of Mandarin AISHELL-1 [230] and/or 118h of English TED-LIUM-v1 [231]. We set $\lambda_1 = 0.7$ ($\S$8.4.2) during training for 40 epochs. We set $\lambda_2 = 0.8$ ($\S$8.4.2) during decoding with beam size 10. We use RNN-LMs with 4 layers and 2048 dim trained for 20 epochs.

Evaluation: Systems are evaluated on the full SEAME test sets (devman and devsge) and also scored individually on the CS and monolingual portions of these sets. We measure mixed error-rate (MER) that considers word-level English and character-level Mandarin.

8.6 Results

Table 8.2 presents results in three horizontal partitions where 1) all SEAME training data is allowed 2) CS speech data is removed and 3) CS speech and text data are removed; the latter two settings emulate practical zero-shot scenarios. When CS speech data is available, language segmentation is reliable and thus the transliteration-based method is not necessary (A2 vs. A3). However, once CS speech data is removed the language segmentation approach degrades 13 absolute MER on both full test sets; as a result the transliteration approach outperforms by 5 absolute MER, a wide margin, owing primarily to superior performance on CS utterances (B2 vs. B3). When CS text data is also removed both variants of Conditional CTC degrade only by an additional 2 absolute MER and the gap between remains (C2 vs. C3). In all three data settings both Conditional CTC models outperform Vanilla CTC baselines.

8.6.1 Ablations on the Conditional CTC Model

Our Conditional CTC models consist of three types of modules: monolingual CTC’s ($P_{M,\text{CTC}}$ and $P_{E,\text{CTC}}$), bilingual CTC ($P_{B,\text{CTC}}$), and bilingual LM ($P_{B,\text{LM}}$). In Table 8.3, we examine the relative contributions of these modules by removing each from model B3 of Table 8.2 during joint decoding (described in $\S$8.4.2). Removing the bilingual LM (line 2) degrades performance more than removing the bilingual CTC (line 5), showing the
Table 8.2: Results comparing Conditional CTC models with transliteration-based monolingual modules to their language segmentation counterparts and Vanilla CTC baselines. The 1st horizontal partition shows top-line results when CS ASR training data is available. The 2nd and 3rd partitions show zero-shot results when only monolingual ASR training data is available. Performances on the full, CS only, and monolingual only splits of the SEAME test sets are measured by % mixed error rate (MER ↓). All models use CTC + LM decoding.

<table>
<thead>
<tr>
<th>ID</th>
<th>Model</th>
<th>Monolingual Behavior</th>
<th>ASR Data</th>
<th>LM Data</th>
<th>DevMan</th>
<th>DevSge</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Transducer [220]</td>
<td>No Monolingual Modules</td>
<td>CS + M</td>
<td>-</td>
<td>18.5</td>
<td>-</td>
</tr>
<tr>
<td>P2</td>
<td>CTC/Attention [222, 224]</td>
<td>No Monolingual Modules</td>
<td>CS + M</td>
<td>-</td>
<td>16.6</td>
<td>-</td>
</tr>
<tr>
<td>A1</td>
<td>Vanilla CTC [225]</td>
<td>No Monolingual Modules</td>
<td>CS + M</td>
<td>CS + M</td>
<td>18.8</td>
<td>26.3</td>
</tr>
<tr>
<td>A2</td>
<td>Conditional CTC [213, 214]</td>
<td>Language Segmentation</td>
<td>CS + M</td>
<td>CS + M</td>
<td>16.5</td>
<td>23.3</td>
</tr>
<tr>
<td>A3</td>
<td>Conditional CTC (Ours)</td>
<td>Transliteration</td>
<td>CS + M</td>
<td>CS + M</td>
<td>19.9</td>
<td>21.4</td>
</tr>
<tr>
<td>B1</td>
<td>Vanilla CTC [225]</td>
<td>No Monolingual Modules</td>
<td>M</td>
<td>CS + M</td>
<td>36.6</td>
<td>24.0</td>
</tr>
<tr>
<td>B2</td>
<td>Conditional CTC [213, 214]</td>
<td>Language Segmentation</td>
<td>M</td>
<td>CS + M</td>
<td>32.0</td>
<td>22.1</td>
</tr>
<tr>
<td>B3</td>
<td>Conditional CTC (Ours)</td>
<td>Transliteration</td>
<td>M</td>
<td>CS + M</td>
<td>22.0</td>
<td>26.7</td>
</tr>
<tr>
<td>C1</td>
<td>Vanilla CTC [225]</td>
<td>No Monolingual Modules</td>
<td>M</td>
<td>M</td>
<td>39.1</td>
<td>42.5</td>
</tr>
<tr>
<td>C2</td>
<td>Conditional CTC [213, 214]</td>
<td>Language Segmentation</td>
<td>M</td>
<td>M</td>
<td>32.4</td>
<td>35.7</td>
</tr>
<tr>
<td>C3</td>
<td>Conditional CTC (Ours)</td>
<td>Transliteration</td>
<td>M</td>
<td>M</td>
<td>32.4</td>
<td>35.7</td>
</tr>
</tbody>
</table>

Table 8.3: Ablation study examining the relative importance of monolingual CTC, bilingual CTC, and bilingual LM modules during decoding as measured by % mixed error rate (MER ↓) on the devman test set. Bilingual modules are shown in blue and the most severely degraded combination (with no bilingual modules) is bolded.

<table>
<thead>
<tr>
<th>#</th>
<th>Model</th>
<th>Decoding Likelihoods</th>
<th>MER(↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cond. CTC w/ Trans.</td>
<td>$P_{M,LM}$, $P_{E,CTC}$, $P_{B,LM}$</td>
<td>25.2</td>
</tr>
<tr>
<td>2</td>
<td>– Bilingual LM</td>
<td>$P_{M,CTC}$, $P_{E,CTC}$, $P_{B,LM}$</td>
<td>24.1</td>
</tr>
<tr>
<td>3</td>
<td>– Monolingual CTCs</td>
<td>$P_{M,CTC}$, $P_{B,CTC}$</td>
<td>25.7</td>
</tr>
<tr>
<td>4</td>
<td>– Bilingual LM</td>
<td>$P_{B,CTC}$</td>
<td>27.4</td>
</tr>
<tr>
<td>5</td>
<td>– Bilingual CTC</td>
<td>$P_{M,CTC}$, $P_{E,CTC}$, $P_{B,LM}$</td>
<td>27.9</td>
</tr>
<tr>
<td>6</td>
<td>– Bilingual LM</td>
<td>$P_{M,CTC}$, $P_{E,CTC}$, $P_{B,CTC}$</td>
<td>48.1</td>
</tr>
</tbody>
</table>

importance of utilizing CS textual data when available. Further, note that monolingual CTCs do contribute (line 3), but are insufficient on their own (line 6). Finally, the fact performance is still reasonable without the bilingual CTC (line 5) suggests that separately trained monolingual CTCs may be directly applied to CS ASR if a CS LM is available – this direction may offer a high degree of scalability towards the long-tail of possible CS pairs and towards CS between three or more languages.

8.6.2 Relaxing the Zero-Shot Setting

How much CS ASR training data do we need for the originally proposed language segmentation method (§8.3.2) to be sufficient? The answer depends on the proximity of the particular language pair and characteristics of the dataset being used, but in our experimental setup we find that the answer is 2h of CS speech data (see Figure 8.3). The decreasing effectiveness of our transliteration method for increasing amounts of CS ASR training data suggests that the cross-lingual pseudo-labels are noisy to a degree. Future investigations into improving pseudo-labeling quality (e.g. via constrained decoding) may benefit this work and other related techniques which employ cross-lingual semi-supervision [218, 219, 220, 221].
8.7 Conclusion

We identify that the promising conditionally factorized joint CS and monolingual ASR framework has an acute weakness which limits its applicability to zero-shot CS ASR; the original formulation expects that each monolingual module can cleanly transcribe native speech while ignoring foreign speech. We propose a simple modification via cross-lingual pseudo-labeling to allow the monolingual modules to instead produce transliterations of foreign speech, thereby avoiding error propagation of frame-wise LID decisions. We demonstrate the effectiveness of our transliteration-based method using Conditional CTC models deployed for zero-shot Mandarin-English CS ASR. In future work, we will extend to other languages, scale beyond bilingualism, and refine our pseudo-labeling technique.
Chapter 9

Using self-supervised models for Code-Switching ASR

Léa-Marie Lam-Yee-Mui, Lucas Ondel, Ondrej Klejch

This chapter investigates the potential of improving a hybrid automatic speech recognition model trained on 10 hours of transcribed data with 200 hours of untranscribed data in low-resource languages. First, we compare baseline methods of cross-lingual transfer with MFCC features and features extracted with the multilingual self-supervised model XLSR-53. Subsequently, we compare two approaches that can leverage the untranscribed data: semi-supervised training with LF-MMI and continued self-supervised pre-training of XLSR-53. Our results on well-resourced English broadcast data derived from MGB show that both methods achieve 18% and 27% relative improvements compared to the baseline, respectively. On the low-resource South African Soap Opera dataset, the relative improvement with semi-supervised training is only 3% due to the inherently weak language model. However, continued pre-training achieves 8.6% relative improvement because it does not rely on any external information.

9.1 Introduction

Automatic speech recognition (ASR) systems have recently demonstrated great accuracy improvements in well-resourced languages [233, 234, 235]. This accuracy has been achieved thanks to the modelling improvements and hundreds of thousands of hours of transcribed speech. However, ASR performance in low-resource languages is still lacking due to limited amounts of transcribed speech for training of acoustic models and limited amounts of text for the training of language models. This lack of training data in low-resource languages is even further exacerbated by code-switching between embedded and matrix languages [236]. In this work, we study how self-supervised training [233, 234, 237] and semi-supervised training [238, 239] can be used to leverage untranscribed audio data to improve the performance of ASR models for underrepresented languages. Consequently, we address the case where only small amounts of manually transcribed speech with an inherently weak language models are available, due to code-switching and the lack of text corpora.

In this chapter, we use the South African Soap Opera dataset [240] which contains 14.3 hours of code-switched speech between four Bantu languages (Sesotho, Setswana, isiXhosa, and isiZulu) and English. Building a good language model for this domain is difficult due to code-switching, variation in orthography and lack of text data on the internet. To improve the ASR performance in these languages, previous works explored transfer learning with a multilingual model [241] and semi-supervised training with a weak language model [242, 243]. Following these works, we focus on building a five-lingual model for the South African languages and on taking advantage of 200 hours of untranscribed data for self-supervised and semi-supervised training. We also run contrast experiments on British English broadcast data from the Multi-Genre Broadcast (MGB) Challenge [244], for which we can train a strong language model using the provided historical BBC subtitles. We artificially mimic low-resource settings by sampling 10 hours of transcribed data and another 200 hours as untranscribed data from the MGB dataset.

In our experiments on the South African Soap Opera dataset and the English MGB dataset, we show that:

- when training the seed five-lingual South African acoustic model, cross-lingual transfer from a matching domain in a well-resource language (MGB) works better than transfer from a mismatched domain in the same languages (NCHLT).
- cross-lingual transfer is comparable with using multi-lingual self-supervised features extracted from XLSR-53.
Figure 9.1: Diagram of the combination of self-supervised and semi-supervised trainings for 12.7 hours of transcribed South African data and 200 hours of untranscribed data from other South African soap operas. XLSR-53 is further trained with the 200 hours of untranscribed data (continued self-supervised pre-training) and used as features extractor to train a TDNN. The TDNN model can also be trained with MFCC features. The obtained TDNN model is the seed model for the subsequent semi-supervised training with both transcribed and untranscribed data. We follow the same procedure when running experiments on MGB.

- both semi-supervised training and continued self-supervised pre-training work in well-resourced settings.
- continued self-supervised pre-training works better than semi-supervised training with an inherently weak language model for code-switched speech in South African languages.
- continued self-supervised pre-training and semi-supervised training are complementary even in low-resource languages.

9.2 Related work

In this section, we review some common methods in speech recognition for low-resource languages: cross-lingual transfer, self-supervised pre-training and semi-supervised training.

9.2.1 Cross-Lingual transfer

In cross-lingual transfer, we first train an acoustic model for a set of well-resourced languages and then transfer the parameters of the acoustic model to the new low-resource language. Then, we train the final acoustic model by fine-tuning a subset of the parameters on a small amount of available transcribed data [245, 246]. These multilingual models can also be used to extract bottleneck features which are used to train another model with data from a low-resource language [247].

9.2.2 Self-Supervised Training

In self-supervised learning (SSL), the acoustic model parameters are pre-trained on thousands of hours of untranscribed data. The model learns to recognize latent speech representations from raw signal with a contrastive loss, such as InfoNCE [248]. Architectures based on convolutional layers and Transformers [249] have been proposed and pre-trained with English datasets, such as wav2vec2.0 [233] and HuBERT [250].

For speech recognition, these pre-trained self-supervised models are usually fine-tuned on the transcribed training data with a standard supervised loss such as Connectionist Temporal Classification (CTC) loss [191], or lattice-free maximum mutual information (LF-MMI) loss [58, 251]. A multilingual pre-trained model XLSR-53 [234], which is based on the wav2vec2.0 architecture [233], performs well when used to train ASR models for low-resource languages [241, 252, 253, 254]. However, these large pre-trained models can still suffer from mismatch between training and testing conditions. Therefore, continued pre-training with untranscribed data from the target domain can be used to alleviate the domain mismatch [237, 255]. This procedure of continual pre-training [256] alleviates the domain mismatch while requiring orders of magnitude less data by retaining the knowledge from the original dataset, which makes this approach especially useful for low-resource languages.

9.2.3 Semi-Supervised Training

In semi-supervised training, we start by training a seed model on the transcribed training data. Then, we use this acoustic model with a language model to produce pseudo-labels for the untranscribed data. These pseudo-labels are then used as training targets for fine-tuning the acoustic model [258]. Traditional approaches for semi-supervised training use one-best transcripts as pseudo-labels. However, these transcripts might contain
transcription errors negatively affecting the acoustic model. Therefore, it is necessary to perform some form of confidence filtering to discard utterances with noisy transcripts [257]. Another option is to use lattices as pseudo-labels [239, 258]. This approach circumvents the issue of erroneous one-best transcript by representing possible alternative transcriptions and their corresponding uncertainties within the lattice. Popular way of performing lattice-based semi-supervised training is to use lattice-free maximum mutual information criterion [58, 239]. The limiting factor of semi-supervised training is the quality of the language model used to produce the pseudo-labels [259]. A good language model typically needs to be trained on large amounts of text data; in our experience, at least several hundred million words are needed to train a strong general language model. Unfortunately, such large amounts of text are not available online for many low-resource languages [260]. Furthermore, the language modelling in these low-resource languages can further be exacerbated by the presence of code-switching [261]. The performance of semi-supervised training can be improved by starting from a stronger seed acoustic model, trained with cross-lingual transfer [262] or fine-tuned from a self-supervised model [263].

9.3 Improving the Acoustic Model with Untranscribed Data

The performance of ASR systems in low-resource languages is limited by the small amount of manually transcribed data. In this section, we describe how we collected untranscribed speech and how we used it to improve the performance of ASR systems using self-supervised training and semi-supervised training. Our approach consisted of three steps. First, we used continued self-supervised pre-training of XLSR-53 on our untranscribed speech data. Then, we used the adapted XLSR-53 model to extract features for training of the seed model. Finally, we used this seed model to produce better pseudo-labels for semi-supervised training on the untranscribed speech data. The whole pipeline is illustrated in Figure 9.1.

9.3.1 Datasets

We conducted experiments on the South African Soap Operas dataset [240]. This dataset contains 14.3 hours of transcribed code-switched speech with people alternating between four Bantu languages and English. We used the official training (12.7 hours) and test splits (1.3 hours). The represented pairs of languages are: English-Sesotho (eng-sot), English-Setswana (eng-tns), English-isiXhosa (eng-xho) and English-isiZulu (eng-zul). We used the training transcripts (155k tokens) to train a LM. Note that we tried to train a stronger language model using text crawled from internet, but the resulting model was worse than the one trained only on the training transcripts.

We also collected untranscribed speech for these South African languages. To avoid noisy collected data for South African languages, we identified South African soap operas on Wikipedia and we downloaded trailers for these soap operas. This method ensured that the crawled data was in-domain and contained relevant languages together with other South African languages used in the soap operas. In total we were able to collect 200 hours of raw recordings which were segmented with WebRTC VAD\footnote{https://github.com/wiseman/py-webrtcvad} for further processing.

As a contrast, we also experimented with the BBC broadcasts from the MGB dataset [244]. We selected 10 hours from the MGB dataset for the training dataset and used another 200 hours from the MGB dataset as untranscribed data. We trained a language model on the provided BBC subtitles (650M words). We evaluated the performance of the models trained with the official MGB development set using the manual segmentation.

9.3.2 ASR model training

We trained a five-lingual (four Bantu languages + English) South African acoustic models which used either 40-dimensional MFCC features or 1024-dimensional XLSR-53 features as inputs. Both types of models were trained using Kaldi toolkit [264] and used the same alignments obtained with a standard GMM model. We used a CNN-TDNN architecture with 16.7M parameters for the acoustic model using MFCC features and a TDNN-F architecture with 23.7M parameters for the acoustic model using XLSR-53 features. We did not use convolutional layers with the XLSR-53 features because the XLSR-53 model acts as a convolutional front-end. Both types of models were trained with the LF-MMI criterion [58] for six epochs on speed-perturbed training data. The pronunciation dictionaries for the four South African languages and English were built using the NCHLT dictionaries and corresponding grapheme-to-phoneme rules [265]. The final merged dictionary had 88 phones, including 12 phones shared by all five languages. The vocabulary size was 18.8k tokens. Furthermore, we trained a 3-gram language model on the available training transcripts.

To improve the performance of the model using MFCC features, we transferred parameters from a model trained either on the NCHLT dataset [265], which contains read speech from 11 official South African languages, or on the 200 hours of English broadcasts from the MGB dataset [244]. To deal with the mismatch in acoustic
units, we replaced the final layer of the pre-trained model and retrained the whole acoustic model. Based on our experience with fine-tuning of hybrid models, we used a 10-times smaller learning rate than during training from scratch, for all layers except for the newly initialized final layer.

The acoustic model for MGB has the same CNN-TDNN or TDNN-F architecture depending on the input features. The language model for MGB was trained on all available MGB subtitles making it a very strong language model.

9.3.3 Continued self-supervised pre-training

We used the collected 200 hours of South African speech untranscribed data or the 200 hours of MGB for self-supervised training. However, since training the self-supervised models from scratch is computationally expensive and requires a lot of data, which might not be available for low-resource languages, we only performed continued pre-training of a self-supervised model using these 200 hours with the contrastive loss of wav2vec2.0 [233]. As pre-trained model, we chose to use the multilingual model XLSR-53, which is based on wav2vec2.0 LARGE architecture and is trained on 53 languages using a total of 56k hours of training data. Instead of using the pre-trained model directly as an acoustic model, we used it as a multilingual bottleneck feature extractor. We experimented with various pre-trained self-supervised models and extracted the features from different layers and we found that the last layer of XLSR-53 worked best in our scenario. We extracted these representations from the last layer with the S3PRL toolkit [266] and used them as inputs for a standard hybrid TDNN-F model. We performed the continued self-supervised pre-training of the XLSR-53 model with the fairseq toolkit [268] using the 200 hours of untranscribed data. We kept the hyperparameters identical to the ones used to train wav2vec2.0 LARGE [233] on Librivox. We continued pre-training for 8k iterations equivalent to 67 epochs, with a batch size of at most 1.4M tokens and we used gradient accumulation to simulate training on a bigger batch size using only two Tesla V100 GPUs.

9.3.4 Semi-supervised training

In semi-supervised training, we use the seed acoustic model trained on the manually transcribed data together with a language model trained on available text data to produce pseudo-labels for the untranscribed speech. The semi-supervised training was done using the lattice-free maximum mutual information (LF-MMI) training criterion [58] and followed the semi-supervised training approach proposed in [239].

In semi-supervised training, we use the seed acoustic model trained on the manually transcribed data together with a language model trained on available text data to produce pseudo-labels for the untranscribed speech. The semi-supervised training was done using the lattice-free maximum mutual information (LF-MMI) training criterion [58] and followed the semi-supervised training approach proposed in [239]. We performed semi-supervised training on a combination of the manually transcribed training data and the untranscribed 200 hours. We decoded the untranscribed data with the seed model trained on the transcribed data and we used the decoded lattices as pseudo-labels for semi-supervised training. Note that, we filtered the untranscribed data with the minimum mean recording confidence threshold of 0.8 and the minimum speaking rate threshold 1.25 words per second prior to the semi-supervised training as suggested in [269]. We trained the semi-supervised models for six epochs.

Table 9.1: Word Error Rate (WER) on the test set of the South African Soap Operas dataset and the development set of MGB. For the South African Soap Operas, the results are split by language pairs: English-Sesotho (eng-sot), English-Setswana (eng-tsn), English-isixhosa (eng-xho) and English-isiZulu (eng-zul).

<table>
<thead>
<tr>
<th></th>
<th>South African Soap Operas</th>
<th>MGB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>eng-sot</td>
<td>eng-tsn</td>
</tr>
<tr>
<td>(1) CNN-TDNN baseline</td>
<td>55.9</td>
<td>46.6</td>
</tr>
<tr>
<td>(2) with cross-lingual transfer from NCHLT</td>
<td>52.8</td>
<td>44.5</td>
</tr>
<tr>
<td>(3) with cross-lingual transfer from MGB</td>
<td>50.1</td>
<td>43.8</td>
</tr>
<tr>
<td>(4) + semi-supervised training</td>
<td><strong>48.3</strong></td>
<td><strong>42.6</strong></td>
</tr>
<tr>
<td>(5) TDNN-F using XLSR-53 bottleneck features</td>
<td>49.8</td>
<td>45.1</td>
</tr>
<tr>
<td>(6) + continued self-supervised pre-training</td>
<td>45.5</td>
<td>40.9</td>
</tr>
<tr>
<td>(7) + semi-supervised training</td>
<td><strong>44.3</strong></td>
<td><strong>38.5</strong></td>
</tr>
</tbody>
</table>

Note that XLS-R [252] achieved better results than XLSR-53 in our preliminary experiments. However due to its size we were not able to continue pre-training it and therefore we left it for future work.
9.4 Results

9.4.1 Baselines acoustic models

In the first set of experiments, we assessed how well cross-lingual transfer works for South African languages. We compared training the acoustic model from scratch, denoted as (1) in Table 9.1, using cross-lingual transfer from a model trained on the NCHLT dataset (2) and using cross-lingual transfer from a model trained on the MGB challenge dataset (3). Our results demonstrated that a domain-match and data diversity in the MGB dataset (3) is more important than training on additional data for the target languages (2) with overall word error rates (WER) of 50.8% and 52.0% respectively. This is because the NCHLT data contains clean read speech, which is acoustically very different from the speech in the Soap Operas dataset. In addition to the noticeable background noise in the Soap Operas dataset, the speech characteristics are also very different, for example the average speaking rate in the NCHLT dataset is three times slower than in the Soap Operas dataset. Subsequently, we compared the model trained with cross-lingual transfer from MGB (3) with a model using the multilingual self-supervised representations obtained with XLSR-53 as input features (5). We found that these two approaches achieved similar WER of 50.8% and 50.9%. The benefit of (3) is that it is trained on very well matched data and (5) benefits from being pre-trained on large amounts of multilingual data. We hypothesize that (3) would improve even further if cross-lingual transfer was done from a model trained on a diverse multilingual dataset, not only on British English dataset.

9.4.2 Semi-supervised vs self-supervised training

In the next set of experiments, we investigated how 200 hours of untranscribed data can help improve the performance of the initial acoustic model. We observed that semi-supervised training with the seed models using MFCC features (3) in Table 9.1 performed worse than continued self-supervised pre-training of the multilingual model XLSR-53 (6). It is worth noting that it was crucial to combine the transcribed 10 hours of data with the 200 hours of untranscribed data to make semi-supervised training work on the South African dataset. Without the transcribed data the semi-supervised model was worse than the seed model. When we combined the continued self-supervised pre-training with semi-supervised training we achieved further gains (7). The WER of for the Soap Operas dataset is reduced by 11% relative compared to the baseline model trained with cross-lingual transfer from MGB (3 → 7) while the WER of the MGB dataset has a higher relative 33% gain compared to the baseline trained with MFCC from a flat-start initialization (1 → 7), thanks to the stronger language model. Also note that the comparison between semi-supervised training and continued self-supervised pre-training are not completely fair, because XLSR-53 is a much bigger model with another architecture than our CNN-TDNN acoustic model. We plan to conduct a fair comparison in future.

To overcome the code-switched aspect of the Soap Operas dataset, we tried using a language model with South African monolingual texts crawled from the web and MGB [244] transcriptions but the resulting WER were worse than using the in-domain language model trained only on the Soap Operas transcriptions. This shows that the language model domain match is very important, especially since this in-domain language follows clear transcription conventions consistent with the test transcription. This explains why the in-domain language model is stronger because not all South African languages have standardised orthography and the crawled online texts might follow different spelling rules, which negatively affects the WER. Code-switching is also a mostly unwritten phenomenon, which makes language modelling even more difficult. Furthermore, the performance of the model could be improved by fine-tuning the model for each language pair individually, but we chose not to do it since we were interested in building a unified five-lingual model. Previous works on this South African data indeed demonstrated that the semi-supervised training batch by batch yields improvement over training in a single pass, as does training bilingual acoustic models instead of a five-lingual model [242]. Improvement also comes from adding generated texts [270] and automatic transcriptions to build a strong LM. However, this type of bilingual training with a strong LM is less practical because it requires to obtain untranscribed data with a specific type of code-switching to train the model.
9.5 Conclusions

In this chapter, we explored using untranscribed speech data to improve the accuracy of the speech recognition, using small amount of manually transcribed speech data. We added a constraint of using a weak language model coming from the difficulty of finding accurate code-switched training texts to build a stronger language model for South African languages. We also evaluated our approach on a simulated low-resource settings on English, with a strong language model. We found that the best approach to improve the initial acoustic models is using features from the multilingual XLSR-53 model with continued self-supervised pre-training with the untranscribed data, which does not require any language model. This approach is particularly useful in cases like South African code-switching, where we can only train a weak language model due to the lack of sufficient amount of in-domain text. When we subsequently used this model as a seed model for semi-supervised training, we obtained a relative improvement of 11% relative compared to the baseline model trained with cross-lingual transfer from MGB for the Soap Operas dataset while for English, we obtained a relative gain of 33% compared to the baseline trained with MFCC. The improvements on the Soap Operas dataset were much smaller than we would expect with a language model with external language resources. For this reason, in the future, we would like to explore ways of training better language models in low-resource and especially code-switched settings to improve the performance during semi-supervised training and decoding.

Finally, we would also like to follow [237] and use better regularization methods during continued self-supervised pre-training. Both these methods should allow for a more efficient continued pre-training. We believe that our findings will be applicable to other low-resource languages with limited amounts of text corpora available.
Part IV

Evaluating Code-Switching ASR
In order to improve a speech recognition system, we should be able to evaluate the accuracy and report error rate using robust and fair evaluation metrics. The current word error rate (WER) evaluation method assumes a single reference transcription for each speech segments; however, in code-switching language pairs with different scripts, there is a tendency to cross-transcribe words, which creates a large number in both hypothesis and reference. Furthermore, we may expect partial (cross-script) transcription, the English word *artificial* can be transliterated to اَرتَفْعُشِيَّال in Arabic script (transliteration: *Artfiyl*jAl). In some cases, ASR systems can recognize the speech as اَرتَفْعُت. Thanks to recent end-to-end ASR techniques such as word-pieces. In this section, we have the following contributions:

1. We define the first Human Acceptability Corpus for code-switching (HAC), a reference for benchmarking speech recognition hypotheses with human judgments.

2. We evaluate many metrics in correlation with human judgments.

3. We release the first corpus for human acceptance of code-switching speech recognition results in dialectal Arabic/English conversation speech.

Our experiments suggest the following:

- WER and CER are not adequate for evaluating code-switching speech recognition systems.

- The highest correlation to human judgment is achieved using transliteration followed by text normalization.
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Abstract

Code-switching poses a number of challenges and opportunities for multilingual automatic speech recognition. In this chapter, we focus on the question of robust and fair evaluation metrics. To that end, we develop a reference benchmark data set of code-switching speech recognition hypotheses with human judgments. We define clear guidelines for minimal editing of automatic hypotheses. We validate the guidelines using 4-way inter-annotator agreement. We evaluate a large number of metrics in terms of correlation with human judgments. The metrics we consider vary in terms of representation (orthographic, phonological, semantic), directness (intrinsic vs extrinsic), granularity (e.g. word, character), and similarity computation method. The highest correlation to human judgment is achieved using transliteration followed by text normalization. We release the first corpus for human acceptance of code-switching speech recognition results in dialectal Arabic/English conversation speech.

10.1 Introduction

Code-switching (CS) is the act of using more than one language within the same discourse. The prevalence of CS across multi-cultural and multi-lingual societies has been met with a growing interest in the NLP and speech processing fields. Automatic Speech Recognition (ASR) for CS is a well studied problem [271] conducted in several language pairs on acoustic modeling, language modeling and novel system architectures.

In code-switched language pairs with different scripts, there is a tendency to cross-transcribe words that creates a large number of homophones in the data, leading to challenges in training and evaluation. Rendering the CS transcription accurately is important, however, is often not straight-forward, and can be inconsistent, leading to the same word being transcribed using different scripts [272]. Cross-transcription is particularly challenging in languages having a high amount of loanwords, as it is not always clear which language a word belongs to, and hence, which script to transcribe it in.

Investigating the ideal ASR performance metric for CS, [272] propose a modified WER metric based on mapping both languages into the pronunciation space, which leads to improvements in accuracy and evaluation. [273] propose a transliteration-based WER metric by transliterating mixed-script utterances into a single script. The authors demonstrate the robustness of the proposed approach on several Indic languages. However, these techniques can also lead to false positives when there are words in the two languages that sound the same but have a different meaning. It also has limitations in cases where different parts of the word are written in different scripts. e.g., the word artificial, which is artificial in English script or ارتكزيمال in Arabic script. Thanks to word-pieces [274], we may expect partial (cross-script) transcription in CS ASR results.

Researchers have also investigated techniques for handling the problem of non-standardized orthography for Dialectal Arabic ASR evaluation. [275] proposed the use of Multi-Reference Word Error Rate to allow for a wider coverage of different spelling variants for Dialectal Arabic ASR evaluation. Whereas, [276] investigated approaches to reduce spelling variations, which included normalization and following the Conventional
Orthography for Dialectal Arabic (CODA) [277] guidelines to spell words, as well as relying on morphologically abstracted forms obtained from different tokenization schemes and lemmatization.

This work builds upon previous contributions from [273] and [272]. In this study, we investigate various methods that go beyond orthographic transliteration methods. We explore lexical and phonetic representations for evaluation, and study various weighted edit-distance methods and semantic similarity evaluation. We designed a guideline and developed a reference human acceptability corpus (HAC) – quantifying the human judgments in terms of minimal editing of ASR hypothesis. We evaluate a large number of metrics in correlation with human judgments. We believe that this is the first study on human acceptability for CS speech recognition.

The contributions of this chapter are as follows:

• We design and develop the first corpus for human acceptance for CS speech recognition. The corpus and its guidelines are publicly available.1
• We introduce phone similarity edit distance (PSD) and show its correlation with human acceptance.
• We propose a novel approach to use machine translation on hypotheses and references and report results using semantic evaluation to overcome the cross-transcription challenge.

10.2 HAC: Human Acceptability Corpus for Code-Switching

For developing the Human Acceptability Corpus for Code-switching (HAC), we use a subset from the ArzEn Egyptian Arabic-English CS conversational speech corpus [81] and obtain the hypotheses using different ASR systems trained on publicly available corpora. We carefully design the human annotation task to indicate the amount of post-editing effort needed to correct the hypotheses. While previous work has relied on human judgments in the form of systems’ ranking [276, 278], we opt for a more fine-grained human evaluation, where each hypothesis is evaluated independently in terms of the number of edits performed by the annotators. Throughout the chapter, we will refer to the annotators’ post-edited text as ‘minimal edits annotations’ and to the original ArzEn transcriptions as ‘references’.

10.2.1 Annotation Guidelines

The annotators were provided with an audio file for each utterance and its hypothesis. The references were not provided to avoid biasing the annotations. The annotators were asked to perform minimal edits to make the hypotheses acceptable, obeying the following rules:

• Rule of Script Segregation: Words should be written in Arabic or Roman script, and not a mix of the two. The only exception is the writing of Arabic affixes and clitics in conjunction with English words. Arabic words should be in Arabic script. English words can be in Arabic or Roman script (default is Roman). For missing words, the default script of the language should be used. English origin words that have been integrated in Arabic templatic morphology, and phonology will be treated as Arabic words. These guidelines differ from the guidelines used by [81] for collecting ArzEn transcriptions, where the transcribers were suggested to use Arabic script for Arabic words and Roman script for English words.

• Rule of Acceptable Readability: The transcript should be made readable enough to allow someone to reproduce the original audio and intended meaning.

• Rule of Minimal Edit: Spelling variations are acceptable as long as they do not break the rule of acceptable readability. This rule covers the cases where certain letters can be used interchangeably, such as أ, ً, and ـ. Non-verbal speech effects should not be added if absent from the ASR output. If they are included and in the audio, they should be accepted. If they are not in the audio, they should be deleted.

In Table 10.1, we provide an example demonstrating the minimal edits annotation. While the CER and WER for the hypothesis and reference are 50.0% and 78.6%, the error rates are dropped to 21.6% and 46.2% when comparing minimal edits annotation and hypothesis, showing the high amount of characters and words mispenalized by CER and WER.

10.2.2 Design Consideration

We sampled two hours of speech from ArzEn training set, consisting of seven recordings and covering a total of 1,304 utterances. For each utterance, we obtained the ASR hypotheses from three different ASR systems, resulting in a total of 3,903 hypotheses to be annotated for minimal correction.2 These hypotheses were

1http://arzen.camel-lab.com/
2Three utterances were excluded from the dataset as they only contain non-speech tags, resulting in 1,301 utterances, for each of which we have three ASR hypotheses.
Table 10.1: This example shows a hypothesis (H), the minimal edits annotation (ME), the ArzEn transcription reference (R), and their Buckwalter transliterations \( [279] \) (R\_BW, H\_BW, and ME\_BW). We denote annotation decisions (A-Decision) as substitution (S), insertion (I), deletion (D), or acceptance (A) for words having different forms across H and ME. In this example, CER and WER reductions are seen for minimal edits annotations over reference due to cross-transcription (segments 1, 2, 3, and 4) and unstandardized orthography (segments 9 and 13) issues.

Table 10.2: Inter-annotator agreement, showing CER / WER between annotators’ minimal edits, as well as each annotator with ASR hypotheses (H) and ArzEn references (R).

annotated by four Arabic-English bilingual speakers. We use three pretrained bilingual (Arabic-English) ASR systems, to generate the hypotheses. The systems vary either in architecture or in the decoding parameters, as described below.

**HMM-DNN:** We used a grapheme-based model trained using a Time Delay Neural Network (TDNN) \( [25] \) with the LF-MMI objective \( [58] \). For training the model, we used the alignments from the context-dependent Gaussian Mixture Model and Hidden Markov model (GMM-HMM) system. For decoding, we opt for the 4-gram model, trained on the ASR transcription.

**End-to-End ASR:** For the end-to-end (E2E) ASR \( [274] \) system we used a transformer based architecture \( [249] \), comprised of two sub-networks: conformer encoders and the transformer decoders \( [280] \). The ASR system consists of 12 encoder layers and 6 decoder layers, each with 2,048 encoder/decoder units from the feed-forward layers, and 8 attention heads with 512 transformation dimensions. Note that E2E model uses word-piece byte-pair-encoding (BPE) \( [281] \), with size of 80.

For the study, we adopted two variations of this model, by changing the size of the beam search in the decoding space. The variants are:

1. **Conformer-Accurate** (Conformer-A) – with a beam size of 60 and
2. **Conformer-Fast** (Conformer-F) with a beam size of 2.

### 10.2.3 Inter-annotator Agreement

We randomly sampled 203 sentences, annotated by the four annotators, for inter-annotator agreement (IAA) \( [7] \). The IAA evaluation is presented in Table 10.2 where we report the CER/WER between every two annotators. As shown, on average, the CER and WER measured between annotators are 8.2% and 17.4% respectively. While these figures are relatively high, it is not surprising, and reflects the complexity of the task, where word acceptability and choice may differ across annotators due to unstandardized orthography. We present the CER/WER between minimal edits annotations and hypotheses reflecting the amount of edits performed by the annotators. Moreover, we show the CER/WER between minimal edits annotations and references reflecting the amount of characters/words that would be mispenalized when evaluating minimal edits annotations against

---

\( ^{\text{a}} \)Two sentences were excluded from the IAA calculations as they were annotated as unclear.
<table>
<thead>
<tr>
<th>R</th>
<th>i have to say</th>
<th>اﺧﺮ ﻟﻲ اﺧر ﺳﻔﺮﯾﺔ</th>
<th>53.8</th>
<th>85.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>i have to</td>
<td>اﺧﺮ ﺳﻔﺮﯾﺔ ﻟﻲ اﺧر ﺳﻔرﯾﺔ ﻟﻲ</td>
<td>23.1</td>
<td>71.4</td>
</tr>
<tr>
<td>H_trAr</td>
<td>i have to</td>
<td>اﺧﺮ ﺳﻔﺮﯾﺔ ﻟﻲ اﺧر ﺳﻔرﯾﺔ ﻟﻲ</td>
<td>18.8</td>
<td>71.4</td>
</tr>
<tr>
<td>H_trEn</td>
<td>i haveto</td>
<td>اﺧﺮ ﺳﻔﺮﯾﺔ ﻟﻲ اﺧر ﺳﻔرﯾﺔ ﻟﻲ</td>
<td>18.8</td>
<td>71.4</td>
</tr>
</tbody>
</table>

Table 10.3: Example for a reference (R) and hypothesis (H), showing their corresponding transliteration output to Arabic (R_trAr and H_trAr) and Roman (R_trEn and H_trEn) scripts, as well as their IPA phone mapping (R_phone and H_phone) using Epitran. In this example, we separate the phones at word boundaries for better readability, however, the spaces are not included in PER and PSD calculations.

references using CER/WER. These numbers are also a good indicator of the limitation of CER and WER as accurate evaluation metrics.

10.3 Metrics Under Evaluation

Using the developed corpus, we assess multiple evaluation metrics against the ground truth error, measured in terms of human post-editing effort. The metrics we consider vary in terms of representation (orthographic, phonological, semantic), directness (intrinsic vs extrinsic), granularity (word vs character), and similarity computation method.

10.3.1 Orthographic Metrics

In the orthographic space, we investigate the use of four performance measures: WER, CER, Match Error Rate (MER), and Word Information Lost (WIL) [282].

\[
W ER = \frac{S + D + I}{H + S + D + I} \tag{10.1}
\]

\[
M ER = \frac{S + D + I}{H + S + D + I} \tag{10.2}
\]

\[
W IL = 1 - \frac{H^2}{(H + S + D)(H + S + I)} \tag{10.3}
\]

where \(H, S, D\) and \(I\) correspond to the number of word hits, substitutions, deletions and insertions. MER computes the probability of a given match between reference and hypothesis being incorrect. By including \(S, D\) and \(I\) in the denominator, the range of MER has the bound \([0, 1]\). WIL, introduced in [283], is an approximate measure reflecting the proportion of words lost between hypothesis and reference. While these measures vary in granularity, they all fall short against the cross-transcription issue. Therefore, following the work of [272], we investigate the effect of transliterating hypotheses and references into primary as well as secondary language scripts on alleviating the cross-transcription problem. We perform automatic transliteration using the transliteration API provided by QCRI [284]. In Table 10.3, we present an example showing the reduction achieved in CER and WER by mapping the texts into one common script, handling both cross-transcription (columns 1-3) and orthography unstandardization (column 4) challenges. One drawback of this technique though is its dependence on the availability of a language-specific transliteration system, and that its effectiveness is tied to the performance of that system.

Following the work of [276], in order to reduce the spelling variation resulting from dialectal Arabic unstandardized orthography, we investigate applying Alif/Ya normalization as a variant for the experiments relying on orthographic evaluation metrics.

\[\text{https://transliterate.qcri.org/api}\]
Table 10.4: Example presenting a reference (R) and hypothesis (H) along with their translations (R_{En} and H_{En}), showing how the cross-transcription issue was resolved through translation. The cosine similarities (Sim) between R-H and R_{En}-H_{En} are shown, where the embeddings are obtained from mBERT.

10.3.2 Phonological Metrics
The orthographic-based metrics only consider literal correction, and do not adequately handle orthographic unstandardization. To overcome such limitation, we propose phone similarity edit distance (PSD) where we measure the edit distance between hypotheses and references in the shared phone space using International Phonetic Alphabet (IPA) mapping. The main advantage of this approach over the transliteration is that the IPA mapping is model independent and deterministic based on the grapheme to phoneme (G2P) dictionary. The IPA uses standardized representation of speech sounds across different languages. When calculating PSD, we scale the substitution cost by the dissimilarity between the phones based on the articulation features. As a result, PSD adds partial substitution penalty when the phones are different but close in pronunciation. We use the Epitran toolkit that contains massive multilingual G2P including Arabic (ara-Arab) and English (eng-Latn) languages. PSD is calculated as:

$$PSD = \frac{w_S \sum S_i + w_D \sum D_j + w_I \sum I_k}{N}$$  (10.4)

where $S, D, I$ are number of phones substitutions, deletions, and insertions, respectively; $N$ is the number of phones in the reference; $S_i = 1 - \text{sim}(x_i, y_i)$ where $x$ and $y$ are the aligned phones. The $w_S, w_D, w_I$ are the costs for substitution, deletion and insertion respectively with value of 1 by default. We investigate different values for $w_S (1, 2, 4, 8)$, while keeping $w_D = 1, w_I = 1$. In Table 10.3, it can be seen that our PSD implementation can easily handle code switching. However, the main shortcoming of PSD approach is that it does not consider the semantics of the words.

10.3.3 Semantic Metrics
Next, we assess the ASR output considering semantic similarity. Following, we measure the semantic similarity between reference and hypothesis pairs as the cosine similarity between their embeddings obtained from pretrained transformer models. The embeddings are generated using mean pooling over token embeddings.

We also introduce a novel pipeline for semantic-based ASR evaluation, where we translate the hypotheses and references into monolingual sentences using Google Translate API. The translations, as well as the original reference-hypothesis pairs, are then evaluated in terms of the following machine translation (MT) evaluation metrics: BLEU [107], chrF [108], and BertScore (F1) [109], in addition to cosine similarity. We explore translating the sentences into the primary language (Arabic), secondary language (English), as well as a completely independent language (Japanese), to investigate the ability of the approach to generalize on different languages. For calculating cosine similarity, we explore the use of several pretrained models, including mBERT and language-specific BERT models, for obtaining the sentence embeddings. For the original texts containing CS, we use mBERT [287] and BiBERT [288]. For Arabic translations, we use mBERT, CAMeLBERT [289], and AraBERT [290]. For English translations, we use mBERT and BERT-base [287]. For Japanese translations, we use mBERT, BERT-base-japanese and BERT-large-japanese.

---

2. https://cloud.google.com/translate
4. https://huggingface.co/cl-tohoku/bert-large-japanese
5. We only present the results for the best settings. We show the results with lowercasing and performing Alif/Ya normalization, which have shown to improve correlations. We do not present results for chrF++, as it gave slightly lower correlations compared to chrF. For monolingual English translations, BertScore(F1) using mBERT gave higher correlations than BertScore(F1) using roberta-large. For cosine similarity, using bert-base-multilingual-cased has also shown to give overall higher correlations over bert-base-multilingual-uncased.
Table 10.5: Sentence-level correlations calculated between $GoldCER$ and the scores of different metrics. Given that the orthographic and phonological evaluation metrics used are error metrics, while the semantic metrics are accuracy metrics, we present the correlations against ($1-GoldCER$) for semantic metrics, to consistently report positive correlations for easier readability. CosineSim[$mBERT$] are the results achieved using mBERT. CosineSim[$*BERT$] are the results achieved using BiBERT for the original hypothesis-reference pairs (Base), CAMeLBERT for Arabic translations (which outperformed AraBERT), BERT-base for English translations, and BERT-base-japanese for Japanese (which outperformed BERT-large-japanese).

This approach provides the following advantages: (1) through translation, words in different scripts or with spelling variations can be mapped to the same/similar word(s), and (2) by using semantic similarity, such words can be assigned lower errors if closely represented in the embedding space. As seen in Table 10.4, the words ‘نادي مدارس’ were successfully mapped through translation to ‘National Schools’. One limitation of this approach, however, is that it is highly dependent on the quality of the embeddings obtained from the pretrained models as well as MT performance.

### 10.4 Experimental Results

#### 10.4.1 Experimental Setup

We define the ground truth error for each hypothesis to be the amount of human post-editing effort required to correct it. Accordingly, we define $GoldCER$ to be the edit distance between the hypothesis and minimal edits annotation calculated using CER. We opt for using CER in this calculation over other evaluation metrics as it provides higher granularity in reflecting the effort done by annotators and is consistent with the annotation guidelines.

In order to assess the performance of the evaluation metrics, we compare their scores against $GoldCER$ on both the sentence-level and system-level. In the sentence-level evaluation, we calculate the correlation between the scores provided by each metric for every hypothesis-reference pair against their corresponding $GoldCER$ values. This evaluation provides a fine-grained assessment demonstrating the ability of each metric to distinguish the amount of errors in each hypothesis. In the system-level evaluation, we calculate the overall $GoldCER$ for each of the three systems ($HMM$-DNN, $Conformer$-A, and $Conformer$-F) which acts as the ground truth score. We then obtain the overall scores for the three systems using each evaluation metric, assessing its ability to provide correct system ranking.

### 10.4.2 Results and Discussion

#### Overall Sentence-level Evaluation

In Table 10.5 we present the sentence-level correlations between $GoldCER$ and different metrics’ scores. For the orthographic metrics, we demonstrate the correlations using CER, WER, MER, and WIL applied on the

---

11 We exclude 17 utterances that are annotated as unclear.
original hypothesis-reference pairs (Base) as well as their transliterations into Arabic (Translit>Ar) and Roman (Translit>En) scripts. We also show the effect of applying Alif/Ya normalization on the original sentences (Base+ArNorm) and the transliterations in Arabic script (Translit>Ar+ArNorm). We observe that across the different settings, the highest correlations are achieved using CER, followed by WER and MER, then WIL. Similar to the findings in [274], with normalization, higher correlations are achieved, which we report for all the four metrics. When applying CER, transliterating to Arabic outperforms transliterating to English. However, for word-level evaluation metrics (WER, MER, and WIL), transliterating to English gives higher correlations, even though the references are dominated by Arabic words (77%). This can be justified by the ability to resolve Arabic unstandardized orthography issues when transliterating into English.

In the scope of phonological metrics, we find that $w_S = 4$ provides the highest correlation of PSD with human judgment. The efficacy of incorporating phonological similarity in the error calculation is demonstrated, where PSD outperforms PER (Phoneme Error Rate). For semantic metrics, the highest correlations are achieved using cosine similarity, followed by chrF, BertScore(F1), then BLEU. Across the different metrics, higher correlations are achieved by applying the metrics directly on the original text rather than on translated text. This can be foreseen, as the success of this approach is dependent on the performance of the underlying MT system. By looking into the translations, it is obvious that a significant amount of translation errors is introduced, which is propagated to the metric scores. However, the translation step still proves to be beneficial, where across the metrics, higher correlations are achieved by applying sentence-level aggregation to the scores achieved across the different language setups, where we have tried $\text{Avg}$ and $\text{Max}$ functions. The highest correlation for semantic metrics is achieved by aggregating the cosine similarity scores using the $\text{Avg}$ function across the original sentences and the three translations. While the semantic-based metrics provide lower correlations compared to transliteration and phonetic similarity, we believe that the efficacy of the proposed translation pipeline should be revisited with future advances in CS MT systems.

In general, results show that transliteration and phonetic similarity outperform conventional CER, WER, MER, and WIL evaluation metrics applied directly on the original sentences. Despite the limitations of the semantic measures, it outperforms WER, MER, and WIL, and performs equally well as CER. The highest correlation is achieved by using CER over the texts transliterated into Arabic script followed by Arabic normalization.

### Recording-based Sentence-level Evaluation

To further investigate the validity of our results, we perform the same sentence-level evaluation across the seven different recordings in our corpus, as presented in Table 10.6. Given that the recordings contain different degrees of CS, this analysis allows us to evaluate the consistency of our results. We measure CS levels in terms of Code-Mixing Index (CMI) $\text{CMI}_{\text{R}}$, calculated on the utterance-level as follows:

$$C_{u}(x) = 100 * \frac{\frac{1}{2} * (N(x) - \max_{L_e \in \{L_n\}}(x)) + \frac{1}{2}P(x)}{N(x)}$$

$\text{CMI}_{\text{R}}$  |  CER  |  WER  |  MER  |  WIL  |  Tr+  |  PSD  |  Sem
---|---|---|---|---|---|---|---
All  | 14.8 | 0.66 | 0.55 | 0.44 | 0.80 | 0.75 | 0.67
R02  | 13.4 | 0.53 | 0.49 | 0.39 | 0.77 | 0.69 | 0.67
R05  | 11.5 | 0.78 | 0.50 | 0.42 | 0.83 | 0.78 | 0.67
R07  | 19.7 | 0.70 | 0.66 | 0.55 | 0.75 | 0.68 | 0.75
R09  | 19.6 | 0.64 | 0.62 | 0.41 | 0.84 | 0.81 | 0.56
R10  | 10.8 | 0.88 | 0.53 | 0.57 | 0.46 | 0.86 | 0.87 | 0.67
R12  | 10.7 | 0.68 | 0.61 | 0.56 | 0.69 | 0.65 | 0.69
R14  | 15.2 | 0.66 | 0.67 | 0.57 | 0.88 | 0.83 | 0.76
R* Avg | 14.4 | 0.70 | 0.59 | 0.57 | 0.48 | 0.80 | 0.76 | 0.68
R* StDev | 3.9 | 0.11 | 0.06 | 0.09 | 0.08 | 0.07 | 0.08 | 0.07

Table 10.6: Reported sentence-level correlations per recording, with recording-level Code-Mixing Index (CMI in percentage). We show the correlations for CER, WER, MER, WIL, in addition to transliterating to Arabic followed by Alif/Ya normalization (Tr+), PSD ($w_s = 4$), and Average(Base, MT > *) for the semantic measure (Sem).
Table 10.7: System-level overall scores and ranking (denoted between parentheses) across the different evaluation metrics.

System-level Evaluation

Results for the system-level evaluation are presented in Table 10.7. For semantic-based metrics, the overall score is calculated as the average of sentence-level scores. As indicated by the GoldCER, the ranking of the systems is: Conformer-A, Conformer-F, and HMM-DNN. We show that, apart from CER applied directly on the original sentences, all the evaluation metrics provide the same ranking conclusion. The relative scores of the systems are not equivalently reflected in all metrics though, which is worth further investigations. In the future, we plan to include more systems, in order to be able to derive correlations between systems’ overall scores.

Conclusion and Future Work

In this work, we (i) develop a corpus of human judgment – with minimal edits of different ASR output; and (ii) benchmark the performance of different evaluation metrics and their ability to correctly evaluate CS ASR outputs in correlation to the ground truth human post-editing effort. We cover commonly-used evaluation metrics, in addition to three approaches aiming at handling CS challenges: transliteration, phonetic similarity, and semantic similarity. Our results show that WER and CER are not adequate for evaluating CS languages having cross-transcription and spelling variation. The highest correlation to the post-editing effort is achieved by transliteration followed by phonetic similarity, semantic similarity, CER, and WER, in order. In future, we plan to evaluate the proposed methods for the MUCS2021 [12] challenge to ensure generalization across more languages. Furthermore, we plan to create the human acceptability corpus for language pairs sharing the same writing script.
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