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Seminar Videos
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Machine Learning - Finding Patterns in the World - Mark Dredze (JHU) - 2009






 












[image: Presented by Henry Li Xinyuan.  In this video, we delve into the fascinating realm of poisoning attacks and defenses within the field of speech recognition, featuring insights from a collaborative effort with experts like Thomas Thebaud, Sonal Joshi, Martin Sustek, and others at CLSP. We begin with an introduction to adversarial attacks, showcasing how they can manipulate neural networks into misinterpreting data, from visual images to audio commands. The focus then shifts to the concept of poisoning attacks, a newer threat model where adversaries manipulate training data to compromise model integrity. Through engaging explanations and examples, we explore different strategies for these attacks, including dirty and clean label attacks, and present innovative defense mechanisms like DINO-based cluster-and-filter defenses. This video is a must-watch for anyone interested in cybersecurity, machine learning, and the ongoing battle between AI advancements and adversarial threats. Join us as we unpack these complex topics and discuss potential defenses, the efficacy of various strategies, and future research directions. Your thoughts, suggestions, and questions are highly encouraged!]


Clean Label Poisoning Attacks: from Classification to Speech Recognition






 












[image: Abstract Presentation SlidesVector space models represent the meaning of a word through the contexts in which it has been observed. Each word becomes a point in a high-dimensional space in which the dimensions stand for observed context items. One advantage of these models is that they can be acquired from corpora in an unsupervised fashion. Another advantage is that they can represent word meaning in context flexibly and without recourse to dictionary senses: Each occurrence gets its own point in space; the points for different occurrences may cluster into senses, but they do not have to. Recently, there have been a number of approaches aiming to extend the vector space success story from word representations to the representation of whole sentences. However, they have a lot of technical challenges to meet (apart from the open question of whether all semantics tasks can be reduced to similarity judgments). An alternative is to combine the depth and rigor of logical form with the flexibility of vector space approaches.  Biography Katrin Erk is an associate professor in the Department of Linguistics at the University of Texas at Austin. She completed her dissertation on tree description languages and ellipsis at Saarland University in 2002. From 2002 to 2006, she held a researcher position at Saarland University, working on manual and automatic frame-semantic analysis. Her current research focuses on computational models for word meaning and the automatic acquisition of lexical information from text corpora.]


How Geometric Should Our Semantic Models Be? – Katrin Erk (University of Texas)






 












[image: Abstract To build computer systems that can ‘understand’ natural language, we need to go beyond bag-of-words models and take the grammatical structure of language into account. Part-of-speech tag sequences and dependency parse trees are one form of such structural analysis that is easy to understand and use. This talk will cover three topics. First, I will present a coarse-to-fine architecture for dependency parsing that uses linear-time vine pruning and structured prediction cascades. The resulting pruned third-order model is twice as fast as an unpruned first-order model and compares favorably to a state-of-the-art transition-based parser in terms of speed and accuracy. I will then present a simple online algorithm for training structured prediction models with extrinsic loss functions. By tuning a parser with a loss function for machine translation reordering, we can show that parsing accuracy matters for downstream application quality, producing improvements of more than 1 BLEU point on an end-to-end machine translation task. Finally, I will present approaches for projecting part-of-speech taggers and syntactic parsers across language boundaries, allowing us to build models for languages with no labeled training data. Our projected models significantly outperform state-of-the-art unsupervised models and constitute a first step towards an universal parser.This is joint work with Ryan McDonald, Keith Hall, Dipanjan Das, Alexander Rush, Michael Ringgaard and Kuzman Ganchev (a.k.a. the Natural Language Parsing Team at Google).  Biography Slav Petrov is a Senior Research Scientist in Google’s New York office. He works on problems at the intersection of natural language processing and machine learning. He is in particular interested in syntactic parsing and its applications to machine translation and information extraction. He also teaches a class on Statistical Natural Language Processing at New York University every Fall.Prior to Google, Slav completed his PhD degree at UC Berkeley, where he worked with Dan Klein. He holds a Master’s degree from the Free University of Berlin, and also spent a year as an exchange student at Duke University. Slav was a member of the FU-Fighters team that won the RoboCup 2004 world championship in robotic soccer and recently won a best paper award at ACL 2011 for his work on multilingual syntactic analysis.Slav grew up in Berlin, Germany, but is originally from Sofia, Bulgaria. He therefore considers himself a Berliner from Bulgaria. Whenever Bulgaria plays Germany in soccer, he supports Bulgaria.]


Fast, Accurate and Robust Multilingual Syntactic Analysis – Slav Petrov (Google) - 2012
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Improving machine translation by propagating uncertainty - Chris Dyer (2009)
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